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Back-of-Device Force Feedback Improves
Touchscreen Interaction for Mobile Devices

Jens Maiero, David Eibich, Ernst Kruijff, André Hinkenjann, Wolfgang Stuerzlinger, Hrvoje Benko,
Gheorghita Ghinea

Abstract—Touchscreen interaction suffers from occlusion problems as fingers can cover small targets, which makes interacting with
such targets challenging. To improve touchscreen interaction accuracy and consequently the selection of small or hidden objects we
introduce a back-of-device force feedback system for smartphones. We introduce a new solution that combines force feedback on the
back to enhance touch input on the front screen. The interface includes three actuated pins at the back of a smartphone. All three pins
are driven by micro servos and can be actuated up to a frequency of 50Hz and a maximum amplitude of 5mm. In a first psychophysical
user study, we explored the limits of the system. Thereafter, we demonstrate through a performance study that the proposed interface
can enhance touchscreen interaction precision, compared to state-of-the-art methods. In particular the selection of small targets
performed remarkably well with force feedback. The study additionally shows that users subjectively felt significantly more accurate
with force feedback. Based on the results, we discuss back-to-front feedback design issues and demonstrate potential applications
through several prototypical concepts to illustrate where the back-of-device force feedback could be beneficial.

Index Terms—User interfaces - Haptic interfaces, Human computer interaction - Back-of-device interaction, Mobile applications
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1 INTRODUCTION

R ESEARCHERS have been fascinated with the possibilities
of back-of-device (BoD) interaction, since the appear-

ance of the first prototypes about a decade ago. Motivated
by efforts to minimize screen occlusion through fingers,
early prototypes like LucidTouch [1] made use of pseudo-
transparent displays. At the back, users could interact with
the full screen content using touch input without occluding
content. One hope was that back interaction could com-
pensate for poor pointing performance, especially for the
selection of smaller objects.

Within this paper, we take an alternative approach to
BoD interaction. Instead of touch input on the back, we
explore the potential of force feedback at the back to enhance
thumb-based touch interaction on the front-of-the-device
(FoD) screen. Adding force feedback to smartphones has
great potential, as many force events currently are sub-
stituted through tactile (vibration) or visual-only feedback
mechanisms, which affects the perception of those events
[2]. Consider pressing a button: in real life, we receive
physical (force) and tactile (surface) feedback while pressing
the button down. With current smartphones, usually audio-
tactile feedback (”click”) and a change in button color indi-
cates that a button is pressed, which is not compliant with
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real-world interaction. Based on previous work, we assume
that force feedback could affect performance positively, in
particular for thumb-based interaction that often suffers
from occlusions. Moreover, as we will investigate in our
studies, force feedback might improve performance in tasks
that, in the real world, do not depend on such feedback.

Studies have shown that tactile feedback can increase
performance in target selection tasks [3] [4]. However, the
exploration of force feedback in smartphones is rare. A
major cause is that adding force feedback actuators to the
front display has many physical form factor constraints,
which makes physical construction challenging. For exam-
ple, mounting an actuator on the front would occlude part
of the display, and likely hinder input. In contrast, the
main research problem our approach faces is how well force
feedback at the BoD works.

1.1 HapticPhone contributions

Through a novel device for exploring the haptic design
space on the back of smartphones, this paper presents a
new BoD approach (see Figure 1). We use BoD feedback
to overcome physical form-factor challenges for adding
force feedback to the front of the device and explore this
novel design space by looking into the human and technical
aspects of our new interface approach. The direction of this
haptic feedback method is orthogonal to the back of the
mobile phone, similar to a pin moving out of the back and
pushing the finger away.

The four core contributions of this paper are:

• A novel interface and feedback metaphor, which extends
a smartphone with relayed back-to-front force feed-
back to enhance touch-based interaction on the front
screen.
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• A psychophysical perception study that confirmed our
force feedback mechanisms produces a Weber Frac-
tion (8.29%) comparable to similar force devices,
confirming the rendering effectiveness of our design.

• A performance study, which illustrates that relayed
back-to-front force feedback can improve accuracy,
even in comparison to vibration. The performed
study shows that our approach can improve inter-
action accuracy up to a factor of 1.5 (selection) and
up to 1.3 (drag-and-drop), compared to conditions
without additional feedback (visual-only).

• Several applications that explore how back-of-device
force feedback can be used for higher-level function-
ality.

2 RELATED WORK

2.1 Back-of-Device Interaction
Touch is a compelling input modality for smartphones. Yet,
it suffers from limitations as the user’s finger can easily
occlude screen content. To overcome this limitation, Wigdor
et al. presented a system called LucidTouch to explore how
BoD interaction can overcome the occlusion problem [1].
Extending results from earlier prototypes, this paper ignited
interest in BoD interaction. Similar systems include Wigdor
et al.’s ”under the table” interaction [13], the HybridTouch
system [5] that explored manipulation on the front and the
back of a PDA, and the Behind Touch system [6] studying
text input at the back. Furthermore, LimpiDual offered a
transparent display system with two touchscreens, one at
the front and one at the back [7]. Fukumoto introduced
a passive soft-gel based transparent film that provides a
button-push feeling, which can be attached to either the
front or back of the device [14].

Through an initial study, Wigdor et al. showed that with
their pseudo-transparent display approach, users preferred
BoD interaction due to reduced occlusion, higher precision
and the possibility of multi-finger input [1]. Since then, var-
ious studies have looked into different interaction aspects
of BoD interaction, including gestural interaction [15] [16],
the performance of dual touch input [7], the performance
of hand postures in front and back interaction [17], and
text input [18]. Others have explored simultaneous back-
and-front-of-device interaction [9], [19]. BoD interaction also
affords the creation of smaller scale interactive display de-
vices, as identified in [8]. Overall, studies underlined that
BoD interaction can improve performance in a number of
aspects.

Finally, UniPhone explored the use of auxiliary finger
input in one-handed mobile interaction, which showed that
pressure-sensing areas at the edge (instead of the back) of a
smartphone can improve one-handed interaction [20].

2.2 Haptic Feedback on Mobile Devices
Combining force feedback with smartphone interaction is a
largely unexplored area. While flexible media systems such
as Flexpad [21] and jamming interfaces [22] have explored
the potential of haptic and elastic input [23], these systems
have limitations in terms of actuation and feedback. More
accurately controllable haptic-based methods have been

demonstrated for other actuated devices, especially mouse-
like input [24].

Other work has illustrated promising results for under-
finger force actuators using rod-like systems [3]. Akamatsu
showed that tactile feedback can improve completion time
when selecting targets with a mouse [25]. Our approach
is related to this way of actuation, as we support similar
finger-tip based feedback. In contrast to force feedback, tac-
tile interaction has been explored far more intensely, mostly
using built-in vibrotactors of mobile devices or tactile screen
overlays. Tactile interaction has been shown to improve
task performance on touchscreen displays [26], for example
for virtual keyboard interaction [11], button clicks [27] and
in combination with simultaneous screen operation [28].
Some researchers also demonstrated improvement in task
performance under cognitive load [29]. Furthermore, tactile
cues have been used to simulate various surface [30] [31] or
friction characteristics [32]. Finally, some researchers have
looked into passive shapes, like wedges or dimples at the
back of a phone, to improve performance [33], which has
some relevance to the shape of our actuator used in our
pilot studies.

Another area that is closely related to BoD interaction are
systems that use tactile grids on smartphones, e.g., [4] [34].
The usage of tactile grids supports not only eyes-on, but also
eyes-off interaction, i.e., blind operation of a smartphone.
Non-visual interaction has also been explored previously,
e.g., [35] [36] [37] [38], showing the potential of using such
methods for in-the-pocket operation of a smartphone, or for
visually impaired people [39]. Yannier et al. have shown
that haptic feedback on the back can improve children’s
reading experience and make it more memorable [40]. Fi-
nally, while we use servos for actuation, our work resembles
other actuated display systems such as TouchMover [41]
and ForceTab [42]. However, due to the form-factor and
way of actuation, our approach is principally different. A
few researchers have also looked into actuation at the side
of mobile devices. The Haptic Edge Display introduced a
linear array of tactile pixels at the side of a smartphone and
presented a psychophysical study to measure ideal resolu-
tions [12]. In general BoD haptic feedback has been used
for, e.g., shape recognition, in pocket interaction, and GUI
interaction. In contrast, our proposed prototype introduces
a novel set of application areas and a performance study to
demonstrate that haptic feedback is able to improve touch
precision.

2.3 Thumb-based Interaction

In our interface approach, we build on previous findings
in thumb-based interaction [43] [44] [45]. Current research
focuses on improving interactive metaphors that consider
the physical limitations of the thumb. For instance, a novel
way to increase the thumb interaction space [46] was moti-
vated by three problems of thumb-based interaction: reach-
ability, occlusions and limited multi-touch interaction. This
approach also took the space above the smartphone into
account. Furthermore, the system presented by [43] uses
the contact size of the thumb on the touchscreen for single-
handed mobile interaction. We extend the state of the art
in this area by implementing a novel approach to relay
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TABLE 1
Classification of state-of-the-art approaches to show how the back of the device is used (input/feedback) and which applications or goals are

targeted by each approach, presented in tabular format.

Approach Input Feedback Research focus/Context

touch pressure tactile force precision occlusion manipulation typing eyes-free

Wigdor et al. [1] x - - - x x x - -

Sugimoto et al. [5] x - - - - x x x -

Hiraoka et al. [6] x - - - - x - - -

Iwabuchi et al. [7] x - - - - x - - -

Baudisch et al. [8] x - - - x x - - -

Liang et al. [9] x - - - - - x - -

Corsten et al. [10] - x - - - x - x

Corsten et al. [4] - - x - - - - - x

Brewster et al. [11] - - x - - - - x -

Jang et al. [12] - - - x(edge) - - - - x

Our Approach - - - x x x - x x

Fig. 1. Illustration of the prototype, a touchscreen for thumb interaction
is shown on top and the force feedback pins in landscape orientation are
depict below.

force feedback on the BoD to touch input on the front,
where feedback on the index finger (at the back) is synced
with touch input (through the thumbs) on the front. Results
indicate that this approach can increase touch interaction
accuracy and it can also increase perceived performance,
in terms of completion time, accuracy, and quality of the
feedback.

Table 1 gives an overview about the main research
results in the field of BoD input and feedback on mobile
devices. The table also shows that force feedback at the
BoD is not well researched yet. Most of the BoD systems
focus on finger occlusion issues and overcome this challenge
by moving touch input to the back. Other researchers use
BoD interaction to introduce novel manipulation and typing

metaphors. We extend previous work by introducing a BoD
force feedback interface and approach to increase touch
precision and to enhance subjective user performance.

3 HAPTICPHONE SYSTEM DESIGN

Here, we illustrate our system design and implementation,
and describe the underlying design rationale. As the lit-
erature review shows that force feedback has improved
interaction [42] [12], our main design goal was to combine
BoD interaction and haptic feedback with thumb-based
interaction. We assumed that continuous, assisting force
feedback can provide a secondary cue for improved touch
performance and increase the user experience in terms of
subjective performance. One-handed interaction is a well-
established method of interacting with a smartphone [47].
Therefore our work explores thumb-based interaction, as
one-handed interaction uses the thumb for input control.
To do so, we have attached a force feedback mechanisms to
the back of the device that relays feedback to touch-input
on the screen at the FoD. As such, our design couples front
touch-based screen interaction and BoD feedback.

3.1 Technical Design Rationale
To overcome physical form-factor constraints – such as
screen occlusion, input hindrance, and un-ergonomic grip
positions – at the front of smartphones, we explore the
feasibility of adding force feedback at the back of the device
to support relayed feedback for FoD touch input.

We designed the new system for both one-handed (por-
trait) and two-handed (landscape) interaction. Input is per-
formed by either the left or the right thumb, or both, on the
FoD, while haptic feedback is relayed to the index fingers
at the BoD. After several hardware design iterations that
looked into ease-of-use, grip stability, and reachability of
the feedback elements, and informed by the results of Le et
al. [47] on appropriate finger locations for one-handed BoD
interaction, we chose a three pin layout. The arrangement
and dimensions are shown in Figure 2. This layout allows
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Fig. 2. Technical drawing of our interface and the chosen pin layout, with
dimensions for the top and side views.

users to use the outer pins comfortably while interacting in
landscape mode, while the middle or top pin is used for
one-handed portrait interaction.

The remaining fingers grasp the ergonomically shaped
bottom part of the device, to stabilize and balance the device
during interaction and feedback. To improve the grip on
the device, we attached a rubber based grip tape around
the edge of the unit. The grip has also been designed to
afford comfortable device usage in both portrait and land-
scape mode. However, one-handed usage may suffer from
limitations, as previous work has shown that one-handed
interaction can lead to more fatigue, less precision, and a
less secure grip of the device [43].

Force feedback is provided by three actuated pins at the
back of the device (see Figure 2), at the locations where the
left or the right index finger naturally rest. Three dimples in
the housing help to keep the fingers at the ideal locations,
where force feedback is provided.

3.2 Hardware
Our interface comprises three high voltage (7.4V) micro
servos (BMS-22HV), each measuring 23.0 x 12.0 x 25.4mm,
running with a speed of 50ms per 60◦ rotation at no load.
Each servo has a pulse width of 1200µm and a maximum
torque of 0.245N/m. We estimate that the servos have a
resolution of 0.2◦ as follows: a pulse width of 1200µm for
120◦ results in 1200 steps for 120◦. With a dead band width
of 2µs this results in 600 controllable steps for 120◦. All in
all, the servos can be controlled with a resolution of 0.2◦,
which corresponds to a radian measure of 0.049mm with
an arm length of 14mm(see Figure 4 left).

For each of the three pins a modified scotch-yoke mech-
anism was developed to convert the servos rotational move-
ment into a linear movement (see Figure 4). For smaller pin
movements, e.g., amplitude 1mm, our approach achieves a
frequency of 50Hz. In idle mode, when no counter-force is
applied, the power consumption of the prototype is about
10mA. With a strong counter-force the consumption is about
500mA.

The design enables a feedback range along a single axis
from 0 up to 5mm. All hardware components are mounted
in a self-contained unit at the back of an Android 7 Huawei
P9 Plus mobile, which also supports pressure-based input.
All other parts, such as the case or the scotch-yoke mecha-
nism, are 3D printed, which ensures easy reproducibility.
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Fig. 3. System latency measurements (in milliseconds) for force, tactile
and display, shown as a bar plot. The actuators were operated either
with 6V or with 7.4V and latency was measured with 0mm or 1mm pin
height.

The entire prototype measures 157.6 x 80.6 x 28.5mm,
weighs about 200 g and has a resolution of 1920x1080. A
16-bit Adafruit Feather (M0 Basic Proto) micro controller,
directly connected via USB (OTG) to the smartphone, han-
dles the communication between feedback elements and
the application, which means that touch input is forwarded
with low latency to the pins.

The current prototype relies on a cabled solution. How-
ever a completely self-maintained unit can be created using
an Arduino Nano and communication over Bluetooth. Servo
motors could be powered with a buck-boost converter,
which can increase or decrease the input voltage and which
can permit the use of small battery packs.

Figure 3 lists the latency of the systems hardware com-
ponents in milliseconds. In a experimental setup, latency
of the touchscreen (visual), the vibration (tactile), and the
proposed feedback (force) were measured. Force feedback
was measured under multiple conditions, with 6V vs 7.4V
and pin heights of 0mm vs 1mm to show the influence
of the described parameters on latency. A two pole relay
was used to trigger a touch screen using a microcontroller,
similar to Deber et al. [48]. After triggering the touchscreen
a photodiode (Tru Components 5013M1C) was used to
measure the time between touchscreen event and visual
feedback. To obtain tactile feedback latency, the photodi-
ode was replaced by a vibration sensor (Phidgets 1104).
To obtain force feedback latency, an electric circuit was
mechanically closed. This mechanism allows to measure the
elapsed time of the touch screen event and its associated
feedback, known as latency. For each feedback modality,
100 measurements were performed automatically. Figure
3 shows the average measured latency and the standard
deviation of the measurement data. Opinions differ on the
influence of latency on performance [49] [50] [51]. Yet, since
the measured values are very close to each other and mostly
below 100ms, we believe that a performance comparison of
the three components is valid and sensible.

3.3 Implementation

In our implementation, we support two different types of
touch input, namely position- and force-based interaction.
The latter makes use of the pressure-sensitive touchscreen
of the smartphone.
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Fig. 4. Modified scotch-yoke mechanism to translate rotational into linear movements. An exploded diagram to introduce the used components
(right), a dimensioned front view (middle), and the parameters for controlling the pins height (left). Height is determined by h = k ∗ tan(θ).

In contrast to conventional tactile feedback through vi-
bration on the screen, the introduced force feedback can
support several clearly distinguishable levels of intensities,
as our psychophysical study will demonstrate below. These
intensities can be rendered in a continuous and discrete
way. For the proposed haptic feedback two main software
components are important. First, the application on the
smartphone, which takes the orientation of the smartphone
into account and offers developers the possibility to address
the three pins individually. The smartphone communicates
with a micro controller via I2C. The second component,
the software on the micro controller, receives data from the
smartphone and passes it directly to the motors.

4 PSYCHOPHYSICAL PERCEPTION STUDY

We conducted this study to determine the relationship be-
tween stimuli and sensation at the index finger using the
introduced interface. The study examines haptic perception
aspects and constraints of the BoD system. We performed a
just noticeable difference (JND) experiment to address the
question - which force signals can users easily distinguish?
In addition, we studied the relationship between thumb
and index finger movements through a second, spatial
compliance, task. This investigates if it is possible to transfer
movements of the index finger to the thumb and how the
users perceive such movements.

4.1 Participants
12 users (3 female, age M=30.7/SD=5.8) volunteered to
participate in this study. All were right handed. Participants
had various experiences with force feedback, ranging from
no to regular experience. All participants used smartphones
regularly. Each participant completed all 60 trials, which
took on average 12 minutes. The index fingers of the subjects
were 88.3mm (SD=9.6mm) and the thumbs were 64.0mm
(SD=4.9mm) long on average.

4.2 Apparatus
Users operated the mobile system as described in the system
design section, while being seated comfortably at a desk.
Users could rest their arms on the desk, and were allowed
to take small breaks between tasks. During the whole user

study, users wore noise-canceling headphones that played
white noise to prevent users from hearing the servo actu-
ation, as the servo sound could provide some information
about the force feedback.

4.3 Tasks and Procedure
The psychophysical perception study consists of two tasks.
The first task investigates the just noticeable difference of
force stimuli afforded by the pins, while the second task
looks at spatial compliance. Both tasks were performed in
a counterbalanced order. Participants were asked to use
their dominant hand for interacting with the system. This
ensured that the dominant thumb was used for touch in-
teraction and the index finger of the same hand for the
relayed feedback. To do so users were asked to place their
index finger on one of the outer two pins, while holding the
device two-handed in landscape mode. In addition, users
were advised not to apply force to the pins.

The JND experiment was performed based on the princi-
ple of constant stimuli with a two-alternative forced choice
protocol, similar to Geschneider [52]. This protocol specifies
that n times a randomly chosen stimulus from an appropri-
ate interval must be compared to a standard stimulus. This
can take place either spatially or temporally shifted.

In the experiment the standard stimulus S was set to
1mm while the comparison stimuli Cn were one of 1.2, 1.4,
1.6, 2.0 or 2.4mm. Stimuli were defined by the distance the
pin was moved towards the index finger, i.e., away from
the device. Each participant completed 10 repetitions. Each
repetition was fully randomized, resulting in a total of 60
trials. For each trial, users were prompted to press a start
button, to enable them to prepare themselves for the task.
Each stimulus was presented for 2 seconds, with a pause
of 1 second in between. The order of stimuli was chosen
randomly, meaning the standard stimulus was presented
either first or second. Users then had to determine which of
the two stimuli was higher. Before the experimental tasks,
users were allowed to do three practice trials. All training
trials were marked visually so that the users knew when the
actual study started.

The other task focused on the psychophysical perception
of depth and height, which combines visual feedback and
touch interaction (thumb) on the screen with BoD force
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Fig. 5. Results of the psychophysical perception study. The pyschometric curves of all 12 participants are plotted in this Figure. Obtained data of
the individual observers were fitted using Weibull function. Each plot shows the stimulus level on the x-axis and the percentage of correct stimuli
detected on the y-axis.

feedback on the index finger. With this task we explored
the spatial compliance between index finger and thumb,
where we assume that the thumb can “perceive” height
data from the index finger. This addresses the question if
users perceive a valley at the thumb when the distance
between thumb and index finger increases or if participants
will perceive a hill and vice versa. In this task, participants
were asked to explore a 3D Gaussian-like shape with the
thumbs on the touchscreen. Since the screen has 2 physical
dimensions, the 3rd dimension was mapped to the index
finger, like a height map.

The maximum feedback (height/depth) was set to
2.4mm whenever the thumb reached the maximum of the
shape displayed on the screen. While visual feedback re-
mained constant over all trials, force feedback was designed
so that either the distance between the index finger and
the thumb became smaller or larger. Because the task was
simple and easy to understand, only 8 trials were performed
in random order per user. After each trial, users were asked
if they felt that the 3D Gaussian-like shape was directed
either into (valley) or out (hill) of the display.

4.4 Results

The JND experiment was analyzed using the psignifit MAT-
LAB toolbox, similar to previous work [12]. Three relevant
values were determined: point of subjective equality (PSE)
and stimulus values at 25% and 75% probability. With these
three values the JND and the Weber Fraction (WF) were
determined. The results of the psychophysical perception
study are summarized in Table 2 and the psychometric
curves are plotted in Figure 5. The (index finger) depth
perception threshold of our system is on average 0.1mm.
Our results are in line with what Jang et al. [12] reported,
who found an average JND of 0.15mm.

The evaluation of the answers shows that in the second
part of the study 83% of all subjects felt a valley whenever
the distance between index finger and thumb decreased and
91% felt a hill whenever the distance increased. Since users
were asked what they perceived with their thumbs on the
touchscreen this indicates that users seem to experience the
sensation that their thumbs sink into the smartphone when
the distance between index finger and thumb increases and
vice versa.

TABLE 2
List of the results of the psychophysical perception experiment

depth perception

participant PSE [mm] JND [mm] WF [%]

1 1.20 0.11 8.89
2 1.28 0.07 5.88
3 1.06 0.04 3.90
4 1.23 0.13 10.80
5 1.21 0.11 9.43
6 1.21 0.12 9.62
7 1.29 0.12 9.62
8 1.23 0.10 7.82
9 1.21 0.06 4.91

10 1.15 0.17 14.74
11 1.10 0.08 7.01
12 1.14 0.04 3.83

Mean 1.18 0.10 8.29
SD 0.06 0.04 3.43

5 TOUCH ACCURACY STUDY

This study mainly examined touch accuracy of the BoD
feedback mechanisms, comparing force with tactile and
visual-only feedback. Since thumb interaction offers a rel-
atively smaller interaction area due to physical constraints
for reaching compared to using the index finger, a higher ac-
curacy might offer the possibility of comfortably controlling
denser interaction elements on a smaller area. To determine
touch accuracy we used two tasks, a drag-n-drop and a se-
lection task. The drag-n-drop task is designed to determine
the accuracy of a constant force feedback stimulus and to
compare this with other feedback metaphors. The selection
task pursues the same goal, however, the intensity of the
force feedback was varied as well in this task. Furthermore,
in a questionnaire we explored the user experience in terms
of subjective performance of completion time, precision,
and quality of the feedback. Since our proposed system
employs thumb-based interaction, we excluded multi-touch
metaphors from the study.

5.1 Participants

12 users (5 female, age M=29.8/SD=4.9) volunteered to par-
ticipate in the laboratory experiment. Again, all participants
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Fig. 6. Exemplary illustration of the drag-and-drop study. Users had to
drag the orange disk onto the grey one. The black arrow was not visible
to the participants.

were right handed. Participants had varied experience with
force feedback, ranging from none to regular experience.
Each participant completed all of the 90 trials, which took
an average of 12 minutes.

5.2 Apparatus

The apparatus for landscape interaction was similar to the
one used in the first study reported above. In addition,
we investigated interaction in portrait mode in this study,
where the thumb of the dominant hand was used to handle
the touch input and the corresponding index finger receives
the force feedback through the middle pin. Users were
allowed to use the other hand to keep the smartphone
stable.

5.3 Design and Procedure

Before the actual study began, users were encouraged to
explore the new feedback mechanism to understand the
principle of the feedback. Participants had to complete
two tasks, a drag-and-drop and a selection task. Since the
proposed BoD approach is comparable with more common
feedback metaphors, users were asked to use all three dif-
ferent feedback metaphors (force, tactile, visual-only) to gain
an understanding of each feedback modality and their dif-
ferences. The order of the two tasks was chosen randomly.

For the drag-n-drop study, the center of the rectangular
interaction area (30mm x 45mm) was above the corre-
sponding pin, the size was chosen so that all participants
could reach all elements in this area. The size of the interac-
tion area for the selection task was determined by the size
of the stimulus matrix, which was at most 30mm x 30mm.

Can interaction of the thumb be influenced by controlled
movements induced on the index finger? To investigate this
question, this study focused on the interplay of relayed
feedback from the index finger at the BoD to the thumb with
the aim of increasing accuracy of thumb interaction on the
FoD. In addition, since the offset between fingers could also
affect touch accuracy, we also investigated the influence of
the offset in the axis orthogonal to the touchscreen between
the thumb position on the touchscreen and index finger on
the back. All tasks were performed in landscape and portrait
mode, as both modes are common in every-day smartphone
interaction.

Fig. 7. Illustration of the selection task. Users had to select a specific
cell in the stimulus matrix. Cells have alternating intensities (tactile) or
heights (force).

After the study, users completed a questionnaire, in
which we queried them about the three parameters accu-
racy, completion time, and quality for each feedback modal-
ity using a 7-Point Likert scale, ranging from “strongly
disagree” to “strongly agree”, through statements such as: I
could perform the task precisely, I could complete the task quickly,
and The quality of the feedback was excellent.

5.3.1 Drag-and-Drop Task

In this study, participants were asked to perform a drag-
and-drop task by moving a disc as accurately as possible
onto another. We used a within-subject design to examine
touch accuracy and user experience, through a (3x3x2) facto-
rial design with 3 independent variables: screen orientation
(levels: landscape and portrait), target disc size (levels: 1.0,
1.5, 2.0mm) and feedback type (levels: force, tactile and
visual-only). The factors disc size and feedback type were
fully randomized over the trials, whereas the factor screen
orientation was counterbalanced. The dependent variables
were touch accuracy and user experience. Touch accuracy
was measured with an error rate in mm, representing the
distance to the center of the target disc. The user experience
was measured through the questionnaire described above.

To examine touch accuracy, users had to drag one disc
(the action disc) and drop it onto another (target) disc.
Participants were asked to do this as accurately as possible.
Throughout the entire study the size of the action disk
(diameter=4mm) was the same. The size of the target disc
varied (diameter=1.0, 1.5, 2.0mm), with the largest target
size chosen so that users still had a chance to see or estimate
where the disc is located, without completely covering
the target. In contrast, the smallest target was completely
covered by the thumb when both centers intersect. Both
discs appeared at random, but reachable, locations. Once
participants assumed, that the center of the action disc was
above the center target disc, participants had to submit their
position result by pressing a button with the other thumb.

We designed the visual feedback to be similar across
different feedback types, while the perceived stimuli at
the index finger/thumb were different. To initially select
the action disc, users had to select it for at least 50ms.
Thereafter, participants were able to drag the disc with their
thumb. In the ’visual-only’ mode there was only visual
feedback. In the other conditions, tactile respectively force
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feedback was enabled whenever the center of the action disc
was inside the target disc, which means that either a 2mm
force feedback event was rendered on the BoD or standard
vibration was turned on. Then force or vibration stayed on
until the action disc center went outside the target disc or
the user confirmed the location with their other thumb.

5.3.2 Selection Task
In the selection task a within-subject design was used to
examine touch accuracy and user experience. We used a
3x3x2 factorial design, with 3 independent variables: cell
size (levels: 3, 5, 7mm), feedback type (levels: force, tactile
and visual-only) and screen orientation (levels: landscape
and portrait), . Each user had to complete 3 repetitions,
overall 54 trials. The factors cell size and feedback type
were fully randomized over the trials, whereas the factor
screen orientation was counterbalanced, so that participants
completed all trials for the same screen orientation in one
block. This avoids users having to constantly rotate the
screen, which could lead to unnecessary fatigue and in-
creased stress. The dependent variables were touch accuracy
and user experience. Touch accuracy was measured with an
error measurement in mm, corresponding to the distance
of the touch center to the center of the selected cell. User
experience was assessed with the questionnaire described
above.

We used a stimulus matrix of abstract targets, as a
representation similar to common interaction targets, such
as menus, toolbars, tool palettes or links. Users were asked
to search and select an element in a 6x6 matrix, in landscape
as well as portrait mode (see Figure 7). The center of the
stimulus matrix was located exactly above the feedback pin.
For each cell of the matrix a unique number from 0 to 35
was randomly generated. The number to be selected was
visually marked. Users could then use the thumb of their
dominant hand to select the cell as best they could, as close
as possible to the center of the cell. To submit the target
position participants had to press a button with the other
thumb. We chose three cell sizes of 3, 4 and 5mm for this
study, based on earlier research on appropriate target sizes
for thumb interaction [46], [53].

local

global

Fig. 8. Illustration of the 2 different feedback approaches for a 6x6
stimulus matrix. Right: constant feedback intensities (pin heights) over
the whole matrix and Left: feedback intensities increasing towards the
middle to help the user perceive the global position of the matrix.

Depending on the feedback type, we implemented dif-
ferent approaches to search for and select a cell. For visual-
only feedback, as the name suggests, no additional cues

were rendered. For tactile feedback, we provided vibration
via the in-built functionality of the touchscreen device.
This means that the feedback was rendered to the whole
device, including the front screen. Since Android does not
natively offer the possibility to change the intensity of the
vibration, we used a binary approach, i.e., only on or off.
Thus, vibration feedback was either continuously switched
on and off, alternating with the cells (see Figure 7). This
enables the user to sense the transitions between cells. For
force feedback, two approaches were introduced. First, local
feedback, an alternating feedback per cell with a constant
pin height of 2mm (for yellow cells) and 0mm (for grey
cells). Second, global feedback, an alternated feedback per the
cell, but with an increase for the intensity of the feedback
towards the center of the (whole) stimulus matrix, up to
a maximum of 2.4mm in discrete steps, depending on the
size of the matrix. For example, the step size was 0.8mm for
the 6x6 matrix. We chose to increase the feedback towards
the middle of the matrix so that users could not only sense
the transitions from cell to cell (local position), but also
determine the (global) position within the stimulus matrix
based on the intensity. At the end of the study, a question
was asked about the perception of localization in the matrix.
Pin heights (feedback intensities) for local and global force
feedback are shown schematically in Figure 8.

Before each experiment, users were asked to explore each
of the feedback modalities for about a minute. Completion
time was measured per trial and logged for both tasks.

5.4 Results

5.4.1 Drag-and-Drop
As the data were not normally distributed, we used a
Kruskal-Wallis test to analyze the data of the drag-and-drop
task. For the sake of completeness, the completion times in
milliseconds per trial and feedback are listed in Table 3.

TABLE 3
Mean time and standard deviation per trial for the drag-and-drop task in

seconds (standard deviation in brackets).

portrait landscape

visual-only 3.17 (1.56) 3.79 (3.16)
tactile feedback 3.95 (3.01) 3.87 (2.11)
force feedback 3.84 (2.10) 4.01 (2.53)

Through the error distance measure we identified that
users performed the task significantly more precisely with
tactile and force feedback for both landscape (χ2 = 9.81, df =
2, p < .01) and portrait mode (χ2 = 18.34, df = 2, p < .001),
see Figure 9. A pairwise comparison identified a significant
effect between tactile and no feedback (landscape p < .05
/ portrait p < .001) and force and no feedback (landscape
p < .01 / portrait p < .001). There was no significant effect
between tactile and force feedback according to a Nemenyi
post-hoc test.

The results for the questionnaire data (see Figure 10)
showed that force and tactile feedback were perceived to be
more precise. The Fisher Exact test identified a significant
effect (p < .001) for the accuracy ratings. Participants felt
more accurate with force (M = 6.3/SD = 0.7) and tactile
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Fig. 9. Box-plot for touch accuracy in the drag-and-drop study. For
smaller target sizes, force and tactile feedback have a significantly lower
error than visual-only.

feedback (M = 5.4/SD = 1.0) than with visual-only (M =
3.6/SD = 0.9).

The responses for the completion time question were not
significant. Users felt faster with force (M = 5.6/SD = 0.8)
and tactile feedback (M = 5.4/SD = 0.9) than with visual
only (M = 4.7/SD = 0.9), but not significantly so.

In conclusion, in both landscape and portrait mode tac-
tile and force feedback were on average 1.33 times more
accurate compared to visual-only feedback. Considering
only small targets where the thumb covers the entire disc,
the average error in touch accuracy of force and tactile
feedback compared with visual-only is about 1mm. The
results also indicate a higher variance for the average ac-
curacy for visual-only feedback compared to other feedback
modalities. This can be interpreted as that the users felt more
confident in their selection with tactile and force feedback
than with visual-only feedback. Additionally, any potential
offset between touch and pin position seems to have had no
observable influence on accuracy and time per trial in the
study.

5.4.2 Selection
We were primarily interested in touch accuracy for the
selection task. As the proposed BoD force feedback con-
dition involved several intensity levels, this meant that
participants were able to determine not only their local
but also the global position in the matrix. Therefore, we
assumed that the touch accuracy would be higher with force
feedback compared to the visual-only or tactile conditions.
As the data were not normally distributed, we applied a
Kruskal-Wallis-Test instead of an ANOVA. We conducted
a Nemenyi-Test to calculate pairwise comparisons between
feedback groups for the post-hoc analysis. For sake of com-
pleteness, the means and standard deviations of the com-
pletion times per trial are listed in Table 4.

We found a significant effect of touch accuracy for small
cell sizes (3mm) in landscape mode (χ2 = 10.626, df = 3,
p < .01). A pairwise comparison with the Nemenyi post-
hoc test between visual-only, tactile, force local and global
feedback showed a significant difference for all 3 feedback

precision time quality
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Fig. 10. Subjective drag-and-drop performance in terms of precision,
completion time and feedback quality.

modalities compared to visual-only (force global/p < .05,
force local/p < .05, tactile/p < .05).

The analysis of the selection accuracy in portrait mode
also indicated a significant effect for the selection of small
sized cells (3mm) (χ2=8.3779, df = 3, p < .05). The post-hoc
analysis for portrait mode reveals a significant difference
of touch accuracy for force global and visual-only feedback
(p < .05). This shows that BoD force feedback can increase
touch accuracy in both conditions.

Our results illustrate that small targets can be selected
more precisely with a secondary cue (force and tactile).
Users were able to select all cell sizes (3mm, 4mm and
5mm) with a similar probability of 69.8% (force global),
70.8% (force local), 66.2% (tactile) and 59.3% (visual-only)
in both modes (landscape and portrait). Considering only
the smallest cell size, (3mm), users could select the cells
correctly with a probability of 54.2% (force global), 54.2%
(force local), 50.0% (tactile) and 36.1% (visual-only). Figure
11 depicts the results for all cell sizes.

TABLE 4
Mean time and standard deviation per trial in seconds for the selection

task (standard deviation in brackets).

portrait landscape

visual-only 3.65 (2.18) 3.78 (2.29)
tactile feedback 3.92 (2.19) 4.05 (3.0)
force local feedback 4.55 (3.10) 5.27 (5.70)
force global feedback 3.91 (2.46) 4.82 (4.70)

Figure 11 shows that the pure visual state has the high-
est error rate, whereas secondary feedback, whether tactile
or force, performs much better. The comparison between
global and local force feedback in the selection task did not
reveal any statistical differences. However, in the question-
naire right after the study, users rated the global feedback
as more positive and supportive than the local feedback (M
= 4.8/SD = 1.4).

The questionnaire data was evaluated using the Fisher
Exact test, which indicated that both accuracy (p < .001)
and time per trial (p < .01) were significant (see Figure 12).
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Fig. 11. Percentage of successfully selected cells per size and mode.
The influence on accuracy for visual-only feedback decreases strongly
as soon as the thumb covers the target.

Participants felt more accurate with force (M = 6.1/SD = 0.9)
and tactile feedback (M = 5.6/SD = 0.8) than with visual-
only (M = 3.0/SD = 1.2). Additionally, users felt also faster
with force (M = 5.6/SD = 1.1) and tactile (M = 5.3/SD = 0.6)
feedback than with visual-only (M = 4.1/SD = 1.1).

The improved selection accuracy of smaller targets is
an important finding, extending previous research in BoD
interaction, such as [1], showing that haptic feedback is also
a valuable method to overcome occlusion problems. When
looking at the smallest cell size of 3mm, force and tactile
feedback can on average increase accuracy by a factor of
1.5 compared to visual-only feedback. This means that the
presented feedback mechanism can improve selection tasks,
including text selection, considerably.

Participants filled out the SUS questionnaire to evaluate
system usability. They rated our new system on average at
81 with a standard deviation of 13. According to Bangor et
al. [54] this means that the average is between ”good” and
”excellent” usability.

6 APPLICATIONS

To show how HapticPhone supports higher-level tasks, we
implemented three applications that extend the basic (low-
level) functionality demonstrated in the user studies (see
Figure 13). These applications demonstrate other instances
where force feedback at the BoD is also useful.

Pressure input. We implemented a 3D Volume Viewer
application based on stacked images that can be explored
through pressure input. In the first iteration, the applied
pressure was directly transferred to the intensity of the servo
motor. In this case force feedback was used to enhance scene
navigation, as force feedback indicates where the user is in
the scene: feedback is spatially compliant, as it is based on
displacement with more/less pressure. Specifically, the user
can directly feel if the currently viewed slice is further up or
down in the 3D volume stack, aligned with the displacement
axis. Thus, we assume that force feedback can be useful to
afford more precision for finding a given layer in a volume.
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Fig. 12. Subjective selection performance in terms of precision, comple-
tion time and feedback quality. For all three parameters participants liked
force feedback most.

Height perception. We created a Map Exploration ap-
plication that supports simultaneous exploration of multi-
variate, map-related data. With normal map viewers, ex-
ploring multivariate data in parallel can become difficult.
Thus, complex visualization methods are normally needed
for such scenarios. In our application, we pass different
geographic data to different feedback elements, e.g., out-
put elevation profiles via a servo and map environmental
pollution data to tactile stimuli. This choice effectively im-
plements multi-channel feedback to provide feedback about
different aspects of the data. The application builds on the
JND results, which showed that the users can interpret fine
differences through force feedback. We assume this accuracy
can assist users in finding, e.g., a location on a map that is
desirable in multiple dimensions.

Gaming experience. Finally, in a 2D Racing Game, we
explore a combination of pressure input and height percep-
tion. Here, the car is steered through the touch position and
input pressure is mapped to speed, while force feedback
gives indication of the speed, by mapping the speed to the
force pin. While force feedback has been shown to improve
fun and immersion [55], we specifically targeted subjective
control accuracy here.

7 DISCUSSION

In our first study, we assessed if relayed feedback at the back
of a device can support touch-based interaction on the front.
Doing so, we explored different back-to-front feedback map-
pings to investigate both perception (psychophysical limits)
and performance. Through a second user study, we showed
that relayed feedback can indeed improve both objective
and subjective performance. In some instances results are
comparable to tactile feedback, while in others (selection
accuracy of small targets) objective and subjective perfor-
mance and preference are better, which demonstrates the
potential of our approach.

Here, we discuss important factors that need to be con-
sidered when applying back-to-front relayed feedback in
applications.
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Fig. 13. Exemplary application scenarios for the proposed BoD force feedback approach: (top), a volume viewer, a racing game, a map viewer,
all supported by force feedback on the back of the smartphone. For the Volume viewer, for example, the pressure on the touchscreen is directly
translated to the pins’ height. When mapping the position, the information at the point of contact is taken (e.g. elevation data) and transferred to the
pin.

Design space. In our device design and studies, we only
explored a subset of the whole design space afforded by
interaction on the back of a smartphone. A smartphone
provides many different input and output modalities at
different locations, which can be combined to create dif-
ferent mappings. E.g., a microphone, speaker, buttons, or
notification LED are normally located at the front, while a
fingerprint scanner, torchlight, or camera, are often located
at the back of the device. Consequently, the design space
has many dimensions, as the same hardware mapping can
be used to elicit different back-to-front feedback N:M map-
pings, especially for force feedback at the BoD.

Direct vs. indirect mapping. Feedback can be directly or
indirectly mapped. While we studied only directly mapped
feedback, where a direct connection between the type of
action and feedback exists, indirectly mapped back-to-front
actions are also possible. Moreover, similar to tactile or au-
ditory warnings, back-of-device feedback can communicate
information about other processes than the one the user is
involved in, for example to draw attention to a notification.
Additionally, the presented prototype could also be used to
enable in-pocket or other eyes-off interaction.

Spatial compliance. In our work, we explored spa-
tially compliant and non-compliant feedback. Our feedback
mechanism provides displacement along a single axis, af-
forded by the mechanical constraints of the servo. When
users press down on the screen, force feedback that moves
the index finger away from the phone is spatially consistent,
which matches the direction of the touch input action. Our
analysis of the results indicate that users could interpret
such spatially consistent feedback well, also because such
consistency was preferred by users. Users stated that spa-
tially inconsistent feedback, for example mapping up/down
dimple displacement to sliding left/right, was more difficult
to interpret.

Integration or separation. Spatial compliance also di-
rectly affects one of the key issues for back-to-front feed-
back, namely the physical separation of feedback (on the in-
dex finger) from the actual input channel (the thumb). This
also opens the question if integrated feedback is possible at
the back. While we currently only made use of feedback at
the back of the device, the back could be extended with
sensing hardware, e.g., through force sensitive resistors.
Then, feedback does not have to be relayed. While this is
different from our core idea of back-to-front feedback relay,

it opens up an interesting venue for systems that couple
front-input or front-display with back-input-and-feedback.

Single- vs. multi-channel feedback. Another issue is the
number of input or feedback channels being used. Here, we
used a type of single-channel, integrated solution: the same
type of feedback was mapped to both left and right fingers,
where input location defines which finger was actuated.
However, and as discussed in the next section on applica-
tions, a system could separate both feedback channels, for
example by providing different kinds of force feedback at
the actuators at the back for different types of events.

Range and resolution Remapping values to work within
the provided (force) range is an issue for spatial consis-
tency, in particular when fine-grained feedback is required.
The resolution of actuation is both a technical and human
issue. Technical limitations may affect the physical range
and levels of feedback one can provide. With our current
device, the range was a physical displacement of 5mm,
with a resolution of 0.2◦, which corresponds to a radian
measure of 0.049mm. Through the just-noticeable difference
experiment, we showed that users can detect differences of
around 0.1mm.

8 CONCLUSION

In this paper, we presented the concept of back-to-front
relayed feedback on smartphones and discussed the results
of our evaluations. The studies involved HapticPhone, a
novel smartphone interface that provides servo-actuated
force feedback at the back of the device, which overcomes
physical form-factor constraints for providing force feed-
back on the front. Through our evaluations, we showed
that relayed feedback can improve interaction on the frontal
display. Based on the results, we discussed several factors
affecting the relayed back-to-front feedback paradigm. We
briefly summarize our main findings:

• Psychophysical analysis revealed that perception of
force stimuli using the presented mechanisms re-
sulted in a Weber Fraction (8.29%), which is compa-
rable to other devices and confirms that the feedback
works appropriately and affords the perception of
fine differences.

• Both selection and drag-and-drop task show encour-
aging results. In most situations, force and tactile
feedback performed about equally well. For both



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 12

selection and drag-and-drop, as expected, feedback
yielded better objective performance than without.
Accuracy for small targets was increased by factor of
1.5 (for selection) and 1.3 (for drag-and-drop). Espe-
cially for selection of smaller targets, force feedback
can produce better results than tactile, extending
previous findings that showed the potential of back-
of-device interaction for selection of smaller targets
[1]. Users preferred force feedback over tactile or no
feedback, feeling more accurate, yet not faster. Thus,
in terms of subjective performance, force feedback
was the best option.

As a next step, we intend to look more closely into
multi-channel, separated back-to-front feedback, which re-
lays both force and tactile feedback about different events
controlled at the front of the display. Also, the discussion of
the factors affecting relayed feedback points to the potential
for many different types of devices, for example those that
can flip or move. We did not discuss these options, as this
is beyond the scope of back-to-front feedback relay. Finally,
as HapticPhone already is a fairly compact design, we are
considering if it can be offered as a compact extension to
existing smartphone setups.

REFERENCES

[1] D. Wigdor, C. Forlines, P. Baudisch, J. Barnwell, and
C. Shen, “Lucid touch: A see-through mobile device,” in
Proceedings of the 20th Annual ACM Symposium on User
Interface Software and Technology, ser. UIST ’07. New York,
NY, USA: ACM, 2007, pp. 269–278. [Online]. Available:
http://doi.acm.org/10.1145/1294211.1294259

[2] K. A. Kaczmarek, J. G. Webster, P. B. y Rita, and W. J. Tompkins,
“Electrotactile and vibrotactile displays for sensory substitution
systems,” IEEE Transactions on Biomedical Engineering, vol. 38, no. 1,
pp. 1–16, Jan 1991.

[3] M. Akamatsu and S. Sato, “A multi-modal mouse with
tactile and force feedback,” Int. J. Hum.-Comput. Stud.,
vol. 40, no. 3, pp. 443–453, Mar. 1994. [Online]. Available:
http://dx.doi.org/10.1006/ijhc.1994.1020

[4] C. Corsten, C. Cherek, T. Karrer, and J. Borchers, “Hapticase:
Back-of-device tactile landmarks for eyes-free absolute indirect
touch,” in Proceedings of the 33rd Annual ACM Conference
on Human Factors in Computing Systems, ser. CHI ’15. New
York, NY, USA: ACM, 2015, pp. 2171–2180. [Online]. Available:
http://doi.acm.org/10.1145/2702123.2702277

[5] M. Sugimoto and K. Hiroki, “Hybridtouch: An intuitive
manipulation technique for pdas using their front and rear
surfaces,” in Proceedings of the 8th Conference on Human-computer
Interaction with Mobile Devices and Services, ser. MobileHCI ’06.
New York, NY, USA: ACM, 2006, pp. 137–140. [Online]. Available:
http://doi.acm.org/10.1145/1152215.1152243

[6] I. M. Shigeo Hiraoka and K. Tomimatsu, “Behind touch: A text
input method for mobile phone by the back and tactile sense
interface,” in INTERACTION. Information Processing Society of
Japan (in Japanese): ACM, 2013, pp. 131–146.

[7] M. Iwabuchi, Y. Kakehi, and T. Naemura, “Limpidual touch:
Interactive limpid display with dual-sided touch sensing,” in
ACM SIGGRAPH 2008 Posters, ser. SIGGRAPH ’08. New
York, NY, USA: ACM, 2008, pp. 87:1–87:1. [Online]. Available:
http://doi.acm.org/10.1145/1400885.1400978

[8] P. Baudisch and G. Chu, “Back-of-device interaction allows
creating very small touch devices,” in Proceedings of the SIGCHI
Conference on Human Factors in Computing Systems, ser. CHI
’09. New York, NY, USA: ACM, 2009, pp. 1923–1932. [Online].
Available: http://doi.acm.org/10.1145/1518701.1518995

[9] M. S. W. S. Hai-Ning Liang, Cary Williams and P. Irani, “An
investigation of suitable interactions for 3d manipulation of dis-
tant objects through a mobile device,” in International Journal on
Innovative Computing, Information and Control, 2013, pp. 4737–4752.

[10] C. Corsten, B. Daehlmann, S. Voelker, and J. Borchers,
“Backxpress: Using back-of-device finger pressure to augment
touchscreen input on smartphones,” in Proceedings of the 2017
CHI Conference on Human Factors in Computing Systems, ser. CHI
’17. New York, NY, USA: ACM, 2017, pp. 4654–4666. [Online].
Available: http://doi.acm.org/10.1145/3025453.3025565

[11] S. Brewster, F. Chohan, and L. Brown, “Tactile feedback for
mobile interactions,” in Proceedings of the SIGCHI Conference
on Human Factors in Computing Systems, ser. CHI ’07. New
York, NY, USA: ACM, 2007, pp. 159–162. [Online]. Available:
http://doi.acm.org/10.1145/1240624.1240649

[12] S. Jang, L. H. Kim, K. Tanner, H. Ishii, and S. Follmer, “Haptic
edge display for mobile tactile interaction,” in Proceedings of the
2016 CHI Conference on Human Factors in Computing Systems,
ser. CHI ’16. New York, NY, USA: ACM, 2016, pp. 3706–3716.
[Online]. Available: http://doi.acm.org/10.1145/2858036.2858264

[13] D. Wigdor, D. Leigh, C. Forlines, S. Shipman, J. Barnwell,
R. Balakrishnan, and C. Shen, “Under the table interaction,”
in Proceedings of the 19th Annual ACM Symposium on User
Interface Software and Technology, ser. UIST ’06. New York,
NY, USA: ACM, 2006, pp. 259–268. [Online]. Available:
http://doi.acm.org/10.1145/1166253.1166294

[14] M. Fukumoto, “Puyosheet and puyodots: Simple techniques
for adding ”button-push” feeling to touch panels,” in CHI ’09
Extended Abstracts on Human Factors in Computing Systems, ser.
CHI EA ’09. New York, NY, USA: ACM, 2009, pp. 3925–3930.
[Online]. Available: http://doi.acm.org/10.1145/1520340.1520595

[15] K. Wolf, R. Schleicher, and M. Rohs, “Ergonomic characteristics of
gestures for front- and back-of-tablets interaction with grasping
hands,” in Proceedings of the 16th International Conference on
Human-computer Interaction with Mobile Devices &#38; Services, ser.
MobileHCI ’14. New York, NY, USA: ACM, 2014, pp. 453–458.
[Online]. Available: http://doi.acm.org/10.1145/2628363.2634214

[16] X. Xiao, T. Han, and J. Wang, “Lensgesture: Augmenting mobile
interactions with back-of-device finger gestures,” in Proceedings of
the 15th ACM on International Conference on Multimodal Interaction,
ser. ICMI ’13. New York, NY, USA: ACM, 2013, pp. 287–294.
[Online]. Available: http://doi.acm.org/10.1145/2522848.2522850

[17] J. O. Wobbrock, B. A. Myers, and H. H. Aung, “The
performance of hand postures in front- and back-of-device
interaction for mobile computing,” Int. J. Hum.-Comput. Stud.,
vol. 66, no. 12, pp. 857–875, Dec. 2008. [Online]. Available:
http://dx.doi.org/10.1016/j.ijhcs.2008.03.004

[18] O. Schoenleben and A. Oulasvirta, “Sandwich keyboard: Fast
ten-finger typing on a mobile device with adaptive touch sensing
on the back side,” in Proceedings of the 15th International Conference
on Human-computer Interaction with Mobile Devices and Services, ser.
MobileHCI ’13. New York, NY, USA: ACM, 2013, pp. 175–178.
[Online]. Available: http://doi.acm.org/10.1145/2493190.2493233

[19] H.-N. Liang, C. Williams, M. Semegen, W. Stuerzlinger,
and P. Irani, “User-defined surface+motion gestures for 3d
manipulation of objects at a distance through a mobile
device,” in Proceedings of the 10th Asia Pacific Conference on
Computer Human Interaction, ser. APCHI ’12. New York,
NY, USA: ACM, 2012, pp. 299–308. [Online]. Available:
http://doi.acm.org/10.1145/2350046.2350098

[20] D. Holman, A. Hollatz, A. Banerjee, and R. Vertegaal, “Unifone:
Designing for auxiliary finger input in one-handed mobile
interactions,” in Proceedings of the 7th International Conference on
Tangible, Embedded and Embodied Interaction, ser. TEI ’13. New
York, NY, USA: ACM, 2013, pp. 177–184. [Online]. Available:
http://doi.acm.org/10.1145/2460625.2460653

[21] J. Steimle, A. Jordt, and P. Maes, “Flexpad: Highly flexible bending
interactions for projected handheld displays,” in Proceedings of the
SIGCHI Conference on Human Factors in Computing Systems, ser.
CHI ’13. New York, NY, USA: ACM, 2013, pp. 237–246. [Online].
Available: http://doi.acm.org/10.1145/2470654.2470688

[22] S. Follmer, D. Leithinger, A. Olwal, N. Cheng, and H. Ishii,
“Jamming user interfaces: Programmable particle stiffness
and sensing for malleable and shape-changing devices,” in
Proceedings of the 25th Annual ACM Symposium on User
Interface Software and Technology, ser. UIST ’12. New York,
NY, USA: ACM, 2012, pp. 519–528. [Online]. Available:
http://doi.acm.org/10.1145/2380116.2380181

[23] E. Kruijff, S. Biswas, C. Trepkowski, J. Maiero, G. Ghinea, and
W. Stuerzlinger, “Multilayer Haptic Feedback for Pen-Based Tablet



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 13

Interaction.” in In Proceedings of the ACM conference on Human
Factors in Computing Systems (CHI), 2019.

[24] N. Marquardt, M. A. Nacenta, J. E. Young, S. Carpendale,
S. Greenberg, and E. Sharlin, “The haptic tabletop puck: Tactile
feedback for interactive tabletops,” in Proceedings of the ACM
International Conference on Interactive Tabletops and Surfaces, ser.
ITS ’09. New York, NY, USA: ACM, 2009, pp. 85–92. [Online].
Available: http://doi.acm.org/10.1145/1731903.1731922

[25] M. Akamatsu, S. MacKenzie, and T. Hasbroucq, “A comparison
of tactile, auditory, and visual feedback in a pointing task using a
mouse-type device,” in Ergonomics 38, 1995, pp. 816—-827.

[26] I. Poupyrev and S. Maruyama, “Drawing with feeling: Designing
tactile display for pen,” in ACM SIGGRAPH 2002 Conference
Abstracts and Applications, ser. SIGGRAPH ’02. New York,
NY, USA: ACM, 2002, pp. 173–173. [Online]. Available:
http://doi.acm.org/10.1145/1242073.1242186

[27] M. Fukumoto and T. Sugimura, “Active click: Tactile feedback
for touch panels,” in CHI ’01 Extended Abstracts on Human
Factors in Computing Systems, ser. CHI EA ’01. New York,
NY, USA: ACM, 2001, pp. 121–122. [Online]. Available:
http://doi.acm.org/10.1145/634067.634141

[28] S. Khurelbaatar, Y. Nakai, R. Okazaki, V. Yem, and H. Kajimoto,
“Tactile presentation to the back of a smartphone with
simultaneous screen operation,” in Proceedings of the 2016 CHI
Conference on Human Factors in Computing Systems, ser. CHI
’16. New York, NY, USA: ACM, 2016, pp. 3717–3721. [Online].
Available: http://doi.acm.org/10.1145/2858036.2858099

[29] R. Leung, K. MacLean, M. B. Bertelsen, and M. Saubhasik,
“Evaluation of haptically augmented touchscreen gui elements
under cognitive load,” in Proceedings of the 9th International
Conference on Multimodal Interfaces, ser. ICMI ’07. New York,
NY, USA: ACM, 2007, pp. 374–381. [Online]. Available:
http://doi.acm.org/10.1145/1322192.1322258

[30] C. Harrison and S. E. Hudson, “Texture displays: A passive
approach to tactile presentation,” in Proceedings of the SIGCHI
Conference on Human Factors in Computing Systems, ser. CHI
’09. New York, NY, USA: ACM, 2009, pp. 2261–2264. [Online].
Available: http://doi.acm.org/10.1145/1518701.1519047

[31] S.-C. Kim, A. Israr, and I. Poupyrev, “Tactile rendering of 3d
features on touch surfaces,” in Proceedings of the 26th Annual ACM
Symposium on User Interface Software and Technology, ser. UIST ’13.
New York, NY, USA: ACM, 2013, pp. 531–538. [Online]. Available:
http://doi.acm.org/10.1145/2501988.2502020

[32] J. Mullenbach, C. Shultz, A. M. Piper, M. Peshkin, and J. E.
Colgate, “Surface haptic interactions with a tpad tablet,” in
Proceedings of the Adjunct Publication of the 26th Annual ACM
Symposium on User Interface Software and Technology, ser. UIST ’13
Adjunct. New York, NY, USA: ACM, 2013, pp. 7–8. [Online].
Available: http://doi.acm.org/10.1145/2508468.2514929

[33] Y. Fukatsu, H. Hakoda, A. Noguchi, B. Shizuki, and J. Tanaka, “A
study of touch accuracy using smartphone cases with a dimple or
a wedge shaped attachment,” Computer Software, vol. 31, no. 3, pp.
3325–3335, 2014.

[34] R. Kincaid, “Tactile guides for touch screen controls,” in
Proceedings of the 26th Annual BCS Interaction Specialist Group
Conference on People and Computers, ser. BCS-HCI ’12. Swinton,
UK, UK: British Computer Society, 2012, pp. 339–344. [Online].
Available: http://dl.acm.org/citation.cfm?id=2377916.2377963

[35] T. Guerreiro, J. A. P. Jorge, and D. J. V. Gonçalves, “Exploring the
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