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ABSTRACT

In this dissertation, the potential of the human body will be investigated, with the aim
to design, develop, and analyze new spatial interaction methods which surpass
performance or application possibilities of currently available techniques. In contrast to
desktop interfaces, spatial interaction methods potentially make use of all six degrees
of freedom and are generally referred to as 3D user interfaces (3DUIs). These interfaces
find wide applicability in a multitude of different kinds of Virtual Environments,
ranging from those techniques that allow for free movement through a room with large,
possibly stereoscopic displays, up to the usage of helmet-like or full-encompassing
(“immersive”) display systems.

Due to the experimental characteristics, most of the presented techniques can be labeled
as being unconventional, even though many of the techniques can find great
applicability in the more traditional work environments. Hence, through investigation
of human potential, the design space of 3DUIs can be broadened.

More specifically, the basics of 3D User Interfaces and related terminology will be
explored (chapter 1), after which an extensive and detailed look will be taken at the
possibilities of the different human “input and output channels,” relating the psycho-
physiological possibilities to technology that is currently existent, or will be developed
in the foreseeable future. A reflection on possible applications is included (chapter 2).
In chapter 3, issues that are specific to designing and developing unconventional 3DUIs
are investigated, ranging from the boundaries of human performance, specific human-
computer interface matters, to social and technical issues. Following (chapter 4), a total
of seven case studies illuminate multiple sides of designing, developing, and analyzing
unconventional techniques, looking at both pure spatial and unconventional setups, and
so called hybrid interface techniques. More specifically, Shockwaves and BioHaptics
explore the usage of alternative haptic feedback, either through usage of audio and air-
based shockwaves, or neuromuscular stimulation. Also dealing with haptics, Tactylus
explores multisensory binding factors of a device using coupled visual, auditory, and
vibrotactile feedback. The fourth study, Cubic Mouse, explores a prop output (control)
device, resembling a coordinate system, in order to find specific performance
advantages or flaws in comparison to generally used spatial controllers. It, thereby,
makes use of a new spatial trajectory analysis method. The final three studies all focus
on hybrid interfaces, integrating 2D and 3D 1/O methods. ProViT deals with
integrating a PenPC with a spatial pen device, and the Cubic Mouse to control
engineering applications, focusing, foremost, on flow of action factors. Capsa Arcana
are two consoles used in museum applications that integrate MIDI controllers and
desktop devices to allow for more interesting and potentially unconventional control.
Finally, with Eye of Ra, a new input device form is presented. The Eye of Ra has been
specifically designed for closely combining the control of 2D and spatial actions for use
in medical scenarios.

The final chapter concludes this dissertation by providing a short summary and
reflection, including a road map of open issues and fields of further research.
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PREFACE

Most of today’s computer systems integrate several modalities in order to allow the
user to interact with a computer. These systems are mostly focused on the usage of
visual and auditory output and control via hand-coupled input devices. However, the
human body offers many more input and output possibilities. These possibilities can
enrich interaction with more traditional systems, and also give rise to new, more
experimental kinds of systems that surpass today’s systems on both functional and
system technical level. Moreover, the possibilities of the human body can be used for
interaction in so-called Virtual Environments. Virtual Environments (VE) are computer
generated spatial environments that stimulate human senses in such a way that a certain
feeling of “immersion” will be created, something like “being in another world”.

The kind of interaction afforded by a VE is of a spatial nature, and takes place via a 3D
user interface (3DUI). More specifically, this dissertation focuses on how the potential
of the human body can be used for the design and development of new kinds of 3DUIs.
In doing so, the biological or physiological characteristics of the separate parts of the
body, from head to toe and from skin to heart, are explored, showing how their sensor
(input) and control (output) capabilities can be applied in experimental, possibly
unconventional techniques. The input and output possibilities are seen as “system,”
leading to the notion of a human 1/O system (the “human processing unit”), thereby
confronting many system-centered design approaches. Taking this approach does not
mean that humans are seen as machines, even when sometimes the borders between
both get very close. The majority of approaches described in this work are rather more
human-centered. The point is that human potential often reveals incentives to develop a
novel interface.

Using the term *“unconventional” to describe interfaces is a bit tricky. The term refers
to what the user does, how she does it, and by which means. It deals with experimental
psycho-physiological ways of performing (general) tasks, performing tasks with
experimental devices, or experimental tasks. Unfortunately, it is not always easy to
clearly label techniques as unconventional. In order provide some more clarity, the
table on the next page provides several possible axes of unconventionalism, the left
side showing more conventional directions, the right side more unconventional
approaches. All these directions can be found back when reading through the chapters
of this work. The table is meant to give some clarity, not to provide a means of
categorization — an analyzed technique might show multiple characteristics stated at the
unconventional side and still be regarded as conventional. Since unconventionalism is
in the eye of the beholder, it is best to view the table from the perspective of a general
user that has a reasonable background with computer systems. Experienced researchers
in the field of 3DUIs will find multiple known examples in this work. This should be no
surprise due to the focus on spatial interfaces. Even so, this work introduces multiple
directions that are highly novel and unexplored to many of these researchers too.
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& conventional

unconventional =2

Perception and control

Hand-based control / audiovisual feedback
Stimulating dominant sensory systems
(vision, audition)

Provide low perceptual resolution

Single or limited input and output modalities

Standard methods for control and perception

Technology
Using well-known technical solutions

Using technology with known usage
effects / capabilities

Desktop / 2D interfaces

Separation between computer interface and
human environment

Non invasive

Alternative input and output

Stimulating non-dominant sensory systems
(haptics, smell, taste)

Provide high perceptual resolution

(close to human sensory abilities)

Multiple input and / or output modalities,
up to full-body interfaces

Control or sensory substitution

/ hardware

Using new technology or available
technology in new way

Using technology with unknown usage
effects / capabilities

3D (spatial), free movement interfaces
Integration of computer interfaces in
human environment

Invasive

Application

Using techniques applied by a

large user group

Techniques for daily tasks

Using socially and ethically accepted
techniques

Daily-life solutions

Single person, non-distributed usage
Using natural metaphors

Using techniques applied by a

small user group

Techniques for special or new tasks
Using socially and ethically questionable
techniques

Acrtistic solutions

Large group, possibly distributed usage
Using “magical” / unnatural metaphors

Possible axes of unconventionalism

As will be illuminated in this dissertation, most unconventional interfaces have
experimental human and system sides. The ultimate goal is to find out how the potential
of the human body can be used to design, develop and analyze new spatial interaction
methods that surpass performance or application possibilities of currently available
techniques. The theme surpasses general “innovative” interfaces that mostly enhance

current techniques into new dimensions.

In order to investigate such kinds of unconventional interfaces, several questions are

addressed in this dissertation:

What is the potential of the human
computer interaction perspective?

How does human potential drive
(hardware) interfaces?
Which implications can be derived

input and output channels from a human-

How and why can we use this potential in 3DUIs?
the design of new and unconventional

from the usage of this potential in spatial

computer generated or adapted environments?
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Why do | write about these topics? Probably the most important reason is sheer interest
in the potential of the human body in human-computer interfaces. Even more important,
I hope that 3D user interfaces can be further enhanced, in ways that interaction becomes
better and “richer” (accurate, exciting) through more advanced control and feedback
possibilities. | foresee new ways of interaction that are currently hardly covered, as
well as new or changed fields of application.

Organization

In order to advance through the topics involved in unconventional interfaces, this
dissertation is separated in two parts: a theoretical and a practical part. Within the
theoretical part, | explain the basics of 3D user interaction in a virtual environment
(chapter 1): what is a virtual environment, how can we interact with it, what are the
basic problems, and finally, what is the connection between 3D user interfaces and
human 1/0 channels? The human I/O system is also the core of chapter 2, in which |
explore the potential of the human body. | describe the different human sensory
channels at a basic level, and how they can be connected with by devices, and for
which purpose (application).

Within the practical part, |1 explain how one can design unconventional control (human
output) and human input methods: which approaches can be taken, where can they be
applied, how can they be created, and what do developers need to think about when
methods or devices are created (chapter 3).

In chapter 4, | present seven case studies ranging from haptic-like devices, up to mixed
(hybrid) interaction techniques, illustrating theoretical and practical aspects. Finally, in
chapter 5, | summarize this dissertation, and reflect the work by providing a small road
map for further research.

Boundaries

The topic of this dissertation is bound to several fields of research, thereby being highly
interdisciplinary. Topics from the *“high level” research field human-computer
interaction (HCI) will be mixed with more specialized fields like virtual reality
technology and 3D user interfaces, itself a mixture between HCI and virtual reality
related themes. On the other hand, human factors (including bio-physiological
descriptions) come into play when examining the potential of the human body.

The dissertation is not a complete and in-depth “medical” overview of the human body,
and not every different kind of device that is currently available is described. Also,
even though many HCI themes are mixed in, a complete design process of how to
create unconventional techniques is not provided, since it largely overlaps with general
(3D) interface design rules - only the specific factors are handled.

There are simply too many topics related to the theme of this dissertation making it
impossible to explore all topics in full-depth. Hence, wherever possible, sources for
further reading are provided to overcome possible chasms or to serve the reader when
there is more interest in a specific topic.

Contributions
Several main contributions can be elicited from the body of work presented in this
dissertation:

e Expanding the design space, identifying new possibilities for creating
(unconventional) 3DUI techniques by providing a comprehensive investigation
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of human 1/O potential, analyzing its psycho-physiological background,
available technology and possible application areas.

Based on own experience, user studies and background investigations,
guidelines for designing and developing unconventional 3DUI techniques
are provided, next to providing ways for porting these interfaces to general /
more traditional work environments through hybrid interface methods.

A new input device (Tactylus) is presented which combines visual,
vibrotactile, and auditory feedback to successfully support collision detection
and texture recognition through application of sensory substitution methods.

Two techniques are presented that make use of the potential of the human body
to sense haptic feedback via alternative methods. Shockwaves makes use of
generating pseudo-haptic sensations by using audio or air-based shockwaves.
BioHaptics triggers muscle contractions by using neuromuscular stimulation.

A performance study compares the Cubic Mouse with a Stylus and gloves and
shows the strength and preference of users for using the “prop” device for
controlling fine-grain actions, but also illuminates its deficiencies for coarse
actions. The study also presents a new trajectory analysis method using 3D
movement paths logged during the evaluation.

Several studies focus on integrating unconventional interaction methods in more
traditional, possibly desktop work environments by using hybrid interface
techniques. The ProViT study predominantly focuses on flow of action factors,
including the chunking of actions, device switching influences, and focal
attention factors. Capsa Arcana investigates the usage of MIDI sensors in a
more traditional console form for usage in public space. Finally, the Eye of Ra
is a device that integrates 2D and 3D functionality in a rather radical physical
(device-) form to support a surgical planning application.

ether, the body of work provides new ideas for designing, developing and

analyzing unconventional 3D user interface techniques, hopefully being an incentive
for further research.

Publication of results
This section provides a commented overview of the main publications in which results
of this dissertation have been published, or on which chapters in this work have been

based.

BOWMAN, D., E. KRUIJFF, J. LAVIOLA and I. POUPYREYV (2005). 3D user
interfaces: theory and practice, Addison-Wesley.

BOWMAN, D., E. KRUIJFF, J. LAVIOLA and |I. POUPYREV (2001). An
Introduction to 3D User Interface Design. Presence: Teleoperators and Virtual
Environments 10(1).

These two publications (book, journal publication) and related
presentations (courses at IEEE Virtual Reality, ACM Virtual Reality
Software and Technology, and SIGGRAPH) can be regarded as the
standard reference for designing and developing 3DUIs and is the basis
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for the general factors concerning spatial interfaces in this dissertation
(chapters 1 and 3).

BECKHAUS, S. and E. KRUIJFF (2004). Unconventional Human Computer
Interfaces. Course at SIGGRAPH 2004.

In this course, for the first time the human potential view on designing
and creating spatial interfaces was presented. It forms the basis for the
overview on unconventional human computer interfaces (chapter 2) and
some theoretical and practical reflections in chapter 3.

KRUWJFF, E., D. SCHMALSTIEG and S. BECKHAUS (2006). Using
Neuromuscular  Electrical Stimulation for Pseudo-Haptic Feedback.
Proceedings of the ACM Symposium on Virtual Reality Software &
Technology 2006 (VRST 2006).

Within this article, a study and roadmap was presented regarding the
provision of alternative haptic feedback using neuromuscular electrical
stimulation. It forms the basis for the BioHaptics study (section 4.3).

KRUWJFF, E., G. WESCHE, K. RIEGE, G. GOEBBELS, M. KUNSTMAN and
D. SCHMALSTIEG (2006). Tactylus, a Pen-Input Device exploring
Audiotactile Sensory Binding. Proceedings of the ACM Symposium on Virtual
Reality Software & Technology 2006 (VRST 2006).

The results and background of the Tactylus study (section 4.4) were
presented in this article. It describes how the Tactylus, a new input
device, makes use of vibrotaction and visual feedback to enhance
collision detection and texture recognition tasks by analyzing the results
of two user studies.

BORNIK, A., R. BEICHEL, E. KRUWFF, B. REITINGER and D.
SCHMALSTIEG (2006). A Hybrid User Interface for Manipulation of
Volumetric Medical Data. Proceedings of the 2006 Symposium on 3D user
interfaces (3DUI 2006), IEEE Virtual Reality Conference (VR2006).

This article describes a hybrid user interfaces for a liver planning
system, mixing 2D and spatial interaction techniques. It includes a
description and evaluation of interfaces techniques connected to the Eye
of Ra input device, described in section 4.8.

KRUIJFF, E. and A. PANDER (2005). Experiences of using Shockwaves for
Haptic Sensations. Proceedings of 3D user interface workshop, IEEE Virtual
Reality Conference (VR2005).
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In this article, the design and usage experiences of audio and air-based
shockwaves for providing haptic feedback are described. It forms the
basis for section 4.2.

e KRUWJFF, E., S. CONRAD, P. PALAMIDESE, P. MAZZOLENI, F.
HASENBRINK, M. SUTTROP and Y.-M. KWON (2004). Remote Virtual
Guidance in Immersive Museum Applications. Proceedings of the 2004
Conference on Virtual Systems and Multimedia (VSMM 2004).

e CONRAD, S., E. KRUIJFF, M. SUTTROP, F. HASENBRINK and A.
LECHNER (2003). A Storytelling Concept for Digital Heritage Exchange in
Virtual Environments. Proceedings of the 2003 International Conference on
Virtual Storytelling.

These two publications describe the interaction framework for virtual
guidance scenarios, integrating 2D and spatial interaction techniques
and virtual storytelling mechanisms. The Capsa Arcana interface
consoles presented in section 4.7 have been designed to employ this
interaction framework.

e CAO, W, H. GAERTNER, S. CONRAD, E. KRUIJFF, D. LANGENBERG and
R. SCHULTZ (2003). Digital Product Development in a Distributed Virtual
Environment. VRAI, Proceedings of the SPIE.

e KRUUNFF, E., S. CONRAD and A. MUELLER (2003). Flow of Action in Mixed
Interaction Modalities. Proceedings of HCI International.

e MUELLER, A., S. CONRAD and E. KRUIJFF (2003). Multifaceted Interaction
with a Virtual Engineering Environment using a Scenegraph-oriented
Approach. WSCG, Plzen.

In these three publications, the hybrid interface techniques used in the
ProVit project are described. Focusing on the combination of 2D
interfaces techniques (a GUI at a tablet PC) and spatial interaction
techniques (using a tracked Stylus or a Cubic Mouse). Principles of
hybrid interfaces are illuminated, which are used in sections 3.4 (flow of
action) and 4.6 (ProViT).

Collaboration statement

Most of the research presented in this dissertation has been performed in cooperation
with other research scientists and assistants. This section provides an overview of the
main collaborators.

The general factors concerning the design and development of 3DUls (especially
chapter 1) is connected to a body of work performed in cooperation with Doug
Bowman, Joe LaViola, lvan Poupyrev, foremost presented in (Bowman, Kruijff et al.
'05). The specific focus on unconventional techniques has found its way in this work
through close cooperation with Steffi Beckhaus by ways of a course presented for
SIGGRAPH 2004 (Beckhaus and Kruijff '04). Results of this cooperation have flown
into chapter 2, and partially in chapter 3.
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A large number of people cooperated in the case studies presented in chapter 4. At a
general level, this included project members from two projects | directed, namely DHX
and ProViT. For detailed design and implementation issues, closer cooperation was
sought out with specific people.

For Shockwaves (section 4.2), Joachim Gossmann aided in building the first prototype
(SoundMaster 2000) and performing initial tests. The further audio devices were
created by myself and Aeldrik Pander, who also programmed the audio interfaces.
Sebastian Reinders helped in the design and development of the air cannon.

Whereas the BioHaptics study (section 4.3) was performed solely by myself, a larger
number of people aided in the Tactylus study (section 4.4). Gerold Wesche, Gernot
Goebbels and Martijn Kunstman worked with me on the ergonomic design and
development of the device. Kunstman created the CAD models and made the final
prototype. In order to interact, Kai Riege implemented a collision detection module and
created the 1/0O interfaces to connect to the buttons and the vibration element of the
device. Riege also set up the technical side of the experiment. Finally, Gerhard Eckel
aided in the creation of the audio files for the audio feedback, for which we made use of
the audio interface module provided by Juergen Wind.

The Cubic Mouse study (section 4.5) is based on collaboration with the inventors of the
device, Bernd Froehlich and John Plate, and also Jakob Beetz and Hartmut Seichter.
The latter two greatly aided in the design and development of new interaction
techniques, programmed most of the interfaces, and performed the experiments with
me.

For the interaction concepts presented in the ProViT study (section 4.6), | was
supported by Stefan Conrad and Arnold Mueller, who designed and programmed the
GUIs for the Tablet PC interface. Weiqun Cao directed several scenario developments
(applications) we made use of during experiments.

The design and development of the consoles and interaction devices in the Capsa
Arcana (section 4.7) was done by myself, and Albert Baumhauer programmed the
dialog interface that | designed visually, using modules developed by Johannes
Strassner. Klaus Troche and Pavel Frolov implemented the audio and video streaming
methods used to connect to the communication devices. Berthold Kirsch greatly
supported the setup of the DHX evaluation in Milan.

Finally, for the development of the Eye of Ra, | was greatly supported by Alexander
Bornik and Thomas Pock, with whom | made the design and the final model of the
device. Programming was mainly done by Bornik, whereas, especially during the
discussion on the experiment we were advised by Reinhard Beichel and Dieter
Schmalstieg.

This work is partially sponsored by the EU (project DHX EU-IST 2001-33476), the
BMBF (project ProViT BMBF-01AK939), and the Austrian science fund FWF (under
grants P17066 and Y193).
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CHAPTER 1
3D user interaction

In the field of desktop applications, the user interface, the way a user “communicates”
with a computer, has received a huge amount of attention. Since the creation of the
Xerox STAR interface in the 80’s, a vast amount of research has been put into creating
effective user interface techniques and metaphors. Even though Virtual Reality (VR)
systems have been around a long time, in comparison to desktop interfaces, this field of
interest has received much less attention. Dealing with spatial digital worlds and
interfaces, the first efforts in creating VR systems started around 1965 with
Sutherland’s head-mounted display construction (Sutherland '65). The real advent of
VR systems development has started about a decade ago. Next to improving 3D
hardware, developers are now also focusing on the creation of 3D user interfaces
(3DUISs) to provide users tools and techniques to interact in a Virtual Environment.

This chapter provides a concise overview of the main issues of 3DUIs, stating the main
terminology, tasks and techniques, and research directions. It also includes a basic
explanation of how a 3DUI relates to investigating the potential of the human
biological / physiological systems. This chapter does not focus on providing detailed
descriptions of 3DUI techniques or 1/O devices. For a more comprehensive overview of
these issues, please refer to either (Bowman, Kruijff et al. '01) or the extensive source
(Bowman, Kruijff et al. '05).

1.1  What are 3D user interfaces?

Nowadays, most people are familiar with using a desktop computer system, controlling
monitor-based applications with a mouse and keyboard through a basic set of
interaction techniques and metaphors. These techniques, metaphors, and devices are not
always usable when working in spatial computer generated environments. In order to
understand why, this section gives a brief introduction of the what-and-how’s of these
kinds of environments and their ways of interaction.

1.1.1 Basic terminology

With the media hype of the nineties, the term “virtual reality” has been used for
everything from a 3D game up to video-like installations. Hence, to avoid
misunderstandings this term will not be used in this dissertation.

Rather, the key term is Virtual Environment (VE). A VE is a computer generated spatial
environment that stimulates human senses in such a way that a certain feeling of
“immersion” will (can) be created, something like “being in another world”. In order to
create such a spatial environment, one makes use of a Virtual Reality System, a set of
hardware components that allow users to provide input to a computer, and the computer
to generate output towards the user. The medium through which the user communicates
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with a computer is called a user interface. Through the user interface, a user performs
tasks using interaction techniques that couple hardware and software components,
applying a specific metaphor. As a result, a 3DUI is a user interface that involves
interaction within a spatial context.

There are different kinds of VEs. Mostly, these VEs are characterized by the balance
between what can be perceived from the real world and computer generated world.
There are VEs that strongly involve the real world, like Augmented Reality systems that
enhance the real world by overlaying synthetic objects. In contrast, fully immersive
systems exist in which the real world is more or less cut out. The whole range of
systems is generally described as the Virtuality Continuum, a term coined by Milgram
and Kishino (Milgram and Kishino '94). A graph of this continuum, often referred to as
the Mixed Reality Continuum, can be seen below.

mixed reality (MR)

—

real augmented augmented virtual
environment reality (AR) virtuality (AV) environment

Figure 1.1: The virtuality continuum.

The described continuum should be regarded as a rather general view on VEs. For
example, an art installation that makes use of a large projection wall and some kind of
interaction that involves the full body may not seem to be a VE, but has many aspects
that strongly overlap with the basic principles of a 3DUI or VE. The scope of VEs is
not strictly limited to “traditional” systems that involve a Head Mounted Display or a
large stereoscopic display system. Therefore, wherever unconventional systems are
described, a reflection on how they relate to a 3DUI will be given.

For readers interested in reading more on what kind of different components VR
systems are built from, it is recommended to read chapters 3 and 4 in (Bowman, Kruijff
et al. '05) or (Sherman and Craig '03). Many components will be handled throughout
the following chapters, but no complete overview will be given in this introduction.
Additionally, the annotated 3DUI Bibliography (Poupyrev and Kruijff '00) provides a
good start into the different thematic areas of 3DUIs.

1.1.2 Which fields are related to 3DUIs?

The field of 3DUI is highly interdisciplinary and draws upon many both human-
oriented and technical areas.

First of all, basic principles from the field of HCI apply, ranging from general
guidelines and interaction theories (Norman '90; Shneiderman '98; Preece '02), up to
design and evaluation methods (Nielsen '93).

The design of 3DUI techniques and devices is highly affected by human factors,
including spatial perception, cognition, and motor systems. Basic human factor sources
include (Salvendy '97; Stanney '02).
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At a technological level, the fields of Interactive 3D graphics come into play, including
different rendering and visualization techniques (Tufte '90; Watt and Watt '92; Foley
'96) and the design of 3D input and output devices. The field of 3D 1/O techniques is
highly scattered among multiple publications, of which a good amount is used
throughout this dissertation when explaining device-level issues. It should be stated that
in this dissertation an important role is given to devices that are not generally regarded
as computer input or output devices, like brain scanning or temperature measurement
hardware.

Finally, popular media has always played a role of inspiration, ranging from movies
and TV series like Star Trek or Minority Report, books from Neal Stephenson or
William Gibson, up to role playing games like Shadowrun.

1.1.3 Where and why to use 3DUIs?

VEs, and therefore also 3DUIs, have been applied in multiple application areas, each
with their particular interest in working with spatial data. Probably the most widely
spread is the usage of VEs within design, simulation and visualization, and training
scenarios. Particular areas in which VR systems are used are the engineering area
(including car, aerospace and architecture) and oil industry.

Directly related to the popularity of 3D games at desktop computers, the entertainment
field quickly caught up with technological developments from the area of VEs. There
are only a couple of really large scale examples that are well known in the application
of VR systems in the entertainment field. Examples include the Spiderman the Ride at
Universal Studios, and DisneyQuest at Disneyworld (Pausch, Snoddy et al. '96).

In some forms also entertaining, many artists have been using VE as a medium to create
artistic impressions. Some of these installations have been shown at public events like
SIGGRAPH or Ars Electronica.

Both as training and simulation tool or as ways of remote diagnosis, VR systems have
driven multiple developments in the medical and psychiatric areas, including tele-
medicine and the treatment of phobias.

Finally, VEs can be a great means for educations purposes, from explaining “how
things work” up to designing 3D artifacts like architectural designs.

Desktop systems have become effective and well tested work environments, used for an
incredible number of tasks in our daily life. So, why do we actually want to use a 3DUI
when this desktop environment works so well?

The usage of VEs “promises” several improvements in comparison to desktop
environments (Bowman, Kruijff et al. '05), some of them well documented and tested,
some of them still based on hypotheses.

e Task improvement: for true 3D tasks, the usage of a 3DUI can mean a great
advantage, since the task characteristics can match the characteristics of a
spatial environment well. Especially in training and simulation scenarios, the
usage of VEs has proven to be an advantage in comparison to desktop systems.

e Better understanding: there are complex 3D data sets that can be explored well
within a VE, since the interactive examination often leads to new insights that
are impossible to see or understand at a desktop system.

e More fun: VEs can truly “pull” a user into a non-existing world. Due to the
possibilities of immersing a user into a digital world through stimulation of
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multiple senses, a VE can be very expressive and allow users to participate
actively within stories told.

e New or extended possibilities: VEs truly can enable tasks that are hardly
possible at desktop systems. These tasks largely involve the “usage” of
immersion, for training purposes or psychiatric experiments.

A main factor that has driven the popularity of VEs is the availability of both
affordable and mature technology. Especially through developments in the games
industry, real-time graphics can be provided by lower-cost workstations, and low-cost
office projection technology, cutting the costs of VR systems.

1.2 Basic 3DUI tasks and techniques

In order to perform a task within a VE, one needs an interaction technique that
translates the user’s intentions captured by an input device into system actions.
Accordingly, the action should result in an output from the computer. Even though a
user can accomplish a huge number of tasks within a VE, some main categories can be
defined that overlap with most tasks. These tasks are selection and manipulation,
navigation, system control and symbolic input. In the next sections, a closer look will
be taken on these tasks. For detailed descriptions, please refer to (Bowman, Kruijff et
al. '05).

Manipulation

Manipulation is probably the most fundamental task in a VE. It allows a user to adapt
the content of an environment, thereby clearly getting away from just being a “passive
observer.” When manipulation can not be performed, many application-specific tasks
cannot be executed. Most of the times, manipulation is understood as spatial rigid body
manipulation, which means that object shapes are preserved during execution. Hence,
manipulation should not be mistaken with “modeling” tasks, in which spatial bodies
can be deformed. As a result, three canonical tasks can be defined. These tasks are
selection, positioning, and rotation. The performance of these tasks is highly related to
the used input device. A device always has a number of control dimensions, generally
ranging between 1 (a button) up 6 degrees of freedom (DOF). In addition, using a
device for manipulation tasks is bound to how many DOFs a device can perform at
once, which is known as control integration (Jacob, Sibert et al. '94).

Ergonomically, multiple factors play a role: to which extent can we rotate or position
before we need to re-grasp the device (known as clutching), what kind of grip do we
have on the device, how rough or precise a task can be performed?

A handful of basic techniques exist that can roughly be subdivided in how we select the
objects in the VE (with its respective feedback channel), and from which perspective
we can manipulate objects (first or third-person view). The perspective issue is
probably the most dealt with problem — when objects lay outside the reach of a user, it
causes a whole lot of difficulties. Generally, objects out of reach are manipulated via
some kind of artificial extension of the arm. A more detailed discussion on the
classifying manipulation techniques can be found in (Poupyrev, Weghorst et al. '98b).
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Navigation

Navigation refers to the task of moving through a virtual environment and consists of
two parts: travel and wayfinding.

Travel is the motor component of navigation, built up from low-level actions to control
the position and orientation of a viewpoint. In the real world, this mostly involves
physical movement like walking, but within the VE, this is not necessarily the case.
Travel takes three forms: exploration, search or maneuver. Search and exploration refer
to movement with or without a specific goal, whereas maneuver is the performance of
more delicate viewpoint modifications. These tasks consist of three components:
direction, velocity and conditions of input (Bowman, Koller et al. '97). In order to
perform travel tasks, one can choose either a physical way of locomotion, or a virtual
one, which may include only little physical movement. Physical locomotion techniques
include real walking, using a treadmill, and vehicles like a bike, whereas virtual
techniques make use of pointing, gazing, or specialized steering devices. Traveling
using one of these (or other) techniques may include additional aids like zooming or
advanced rotation methods to make movement easier.

Wayfinding is the cognitive counterpart of travel. In order to move through a VE, one
needs to “plan” where to go: wayfinding is the cognitive process of defining a path
through an environment, using or acquiring spatial knowledge, aided by both natural
and artificial cues. This activity is mostly an unconscious activity, but come into the
forefront when we get lost. Wayfinding can be seen as main “purpose” for an
application, either when it is used to transfer spatial knowledge to the real world, or
when complex environments are being explored. Different kinds of spatial knowledge
exist: landmark, procedural and survey knowledge. When a user moves through a VE,
all these kinds of knowledge are possibly built up. A discussion on the importance of
these kinds of knowledge can be found in (Thorndyke and Hayes-Roth '82). In order to
support a user performing wayfinding actions in a VE both user-centered and
environment-centered aids exist. User-centered aids include the provision of a wide
field-of-view in a display device, the supply of real motion cues, or the support for
search strategies. On the other hand, environment-centered aids include natural cues
like atmospheric colors or fog for depth estimation. Other possible techniques are the
usage of architectural design methods or legibility techniques (Lynch '60) to structure
an environment or making available artificial cues like a map or compass.

System control

System control methods are techniques to send commands to an application, to change
a mode, or to modify a parameter. As such, they are inherently equivalent to using a
widget in desktop environment. Nevertheless, it is not always possible to transfer
WIMP (Windows, Icons Menus, and Pointers, (Preece '02)) metaphors from a 2D
desktop environment into a 3DUI. The task characteristics in a VE are often too
different; hence, using a simple menu technique may lead to extremely low
performance. Nonetheless, the usage of such menu techniques is the main method of
performing system control actions, simply because up till now, not much attention is
given to system control techniques. A limited number of new system control techniques
exist that need to be carefully tested. These techniques include graphical menus, voice
commands, gestural commands, and tools. Obviously, a strong dependency exists
between technique and used input device.
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Symbolic input

Symbolic input is the task of communicating symbolic information like text or numbers
to the system. This task can be seen as the “traditional” desktop task, normally bound to
keyboard input. Within the rising complexity of VE applications, often there is a need
for providing symbolic input that simply cannot be performed by using a keyboard.
Hence, new techniques have been developed that can also be used within a VE. Mostly,
these techniques or devices are derived from other application areas. Techniques
include devices that are closely related to a normal keyboard, like miniature or low key-
count keyboards, and soft keyboards that mimic the usage of a real keyboard in “thin
air.” On the other hand, pen-based, gestural, or voice techniques exist that overcome
the need for a keyboard, but are usually less effective or more complex to use.

1.3 3DUI Research directions and issues

1.3.1 Main research directions

Within the field of 3DUIs, several research directions can be identified. The biggest
focus is probably still on VR technology — much attention is given to designing better
and more advanced 1/0 devices. Developments include the creation of high definition
visual displays, spatial audio setups, the construction of vibrotactile arrays, and the
design of specialized input devices. Examples of these 1/O devices can be found in the
next chapter.

A second main issue is the design of better or specialized 3D interaction techniques.
Investigations focus both on more advanced techniques for universal tasks, as identified
in section 1.2, or at techniques for complex or composite tasks. Another field of interest
is the development of 3DUIs for 2D devices, either to be used at a desktop environment
or for mixing 2D and 3D techniques in a VE. Closely related to the development of
interaction techniques are efforts on design approaches, including hybrid interaction
techniques, multimodal interaction, and two-handed interaction.

Given less attention, but not less important, is the interest in 3DUI software tools or
even complete 3DUI toolkits, and evaluation methods.

Reflecting the laid out main research directions, this dissertation mostly focuses on the
development of new I/0O methods for 3DUIs, as well as the creation of new interaction
techniques. It should be stated that a large overlap exists with the main directions
general HCI research. Fields like multimodal interfaces and ubiquitous computing are
not specific fields of research in the 3DUI domain, but affect multiple topics in this
dissertation.

1.3.2 Main goals

Several main research goals in the field of 3DUIs can be identified that are strongly
coupled to the research directions identified in the previous section. Related to the
creation of new I/O devices, much attention is given to make technology better. This
includes creating a higher resolution or lighter display, and making audio available for
difficult display setups. Better technology is often a way of making VEs more realistic.
For the purpose of accuracy (engineering applications), impact (training or games), or
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esthetics (art), both hardware and software technology are used to create more life-like
and detailed computer input and output.

However, better technology or realistic VEs do not always result in effective
applications. Better technology can result in better usability, for example when an input
device with better ergonomics is developed. Nonetheless, most of the time, much effort
also needs to be spent on making 3D user interaction “easier and better,” by focusing
on the actual interaction techniques being used. Necessarily, this also includes work on
the dependencies between task and technique. With the rise of more complex
applications, more specialized tasks cannot always be matched well by just using the
techniques developed for the universal tasks identified in section 1.2. Thus, specialized
techniques need to be developed.

Finally, a good chunk of work is performed on understanding the impact of VEs. The
most dominant field of work is probably presence, related to understanding why people
“feel” like being in another world (Slater, Usoh et al. '94).

1.4 The relation between 3DUIs, human I/O and unconventional
interfaces

3DUI developments and VEs have partially been driven with the aim to make virtual
worlds “more realistic.” Realism often directly relates to the simulation of multiple
human senses, in order to represent digital content as close to “the real world” as
possible. As such, multimodal (or multi-sensory) output and to a lesser extent also input
has been driven forward. Visual and auditory output has received most interest,
followed by haptic output, whereas latest developments include the stimulation of the
smell and taste senses.

Even with the interest in human-centered or user-centered design approaches (Raskin
'00), these developments have been driven by technology and mainly observed from the
computer-human communication viewpoint. Interaction is predominantly regarded as
“computer input and output”.

With (Beckhaus and Kruijff '04), the viewpoint has been turned around in order to truly
focus on the human itself. As a result, not the computer but the human is regarded as an
input and output structure. Even though a technological influence is always observable,
this approach is highly focused on the human possibilities of providing output to a
computer or to receive input. As a result, observing the communication flow between
human and machine has been reversed:

machine input = human output
machine output = human input

But why do so? At a first look, this approach may look rather peculiar, but when taking
a closer look, some particular advantages can be identified ... even when it needs a
little twist in the mind to start with. Basically, we want to regard the user as “human
processing unit,” to see what is actually possible to perform with the human body,
without directly restricting developments (or ideas) by technology. We want to come up
with new tasks and application areas, basing the exploration on a human-oriented
(requirement) analysis. We perform these analyses in order to develop technological
solutions, without being bound to current technological solutions in the first way. At
the same time, it can be seen how current technology (or technological advancements)
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can be connected to the human body to fully unlock its potential, for example by re-
focusing its originally intended functionality. For example, think about using a brain
activity scanning device for interaction purposes. Don’t be fooled if this may sound
like a system-oriented approach: The potential of the human body will still be the main
focus, to which technology will be adapted and not vice-versa. Technology oriented
developments are currently still dominating, being used by the general user in daily life
and can greatly restrict or confuse a user in certain task domains.

In regard to human potential, this dissertation should be understood as having the aim
to present interfaces that solely make use of the potential of the human body to its
furthest extents under all circumstances. The unlocking of human potential should be
kept in line with the effort to be spent on a task. Physically or cognitively overloading a
user would mostly lead to a bad interface: the human is not a machine.

Exploring the possibilities of human output and input possibilities fits perfectly well in
the development of 3DUIs. As stated before, the development of 3DUIs highly involves
the “usage” of multiple human senses and control channels (from now on called the
human 1/0 channels) in order to observe and interact with VEs. Thereby, the evaluation
of actual potential of the human 1/O channels can greatly stimulate new developments
in the field of 3DUIs or bring current developments into new light.

Driven by the human 1/O framework, it can be concluded that unconventional interfaces
are viewed upon from two directions:

e Human oriented: What potential do the human 1/O channels have and how can
they be applied in a 3DUI, or can we even drive interfaces beyond the potential
of the human body?

e Device oriented: Are there devices that can enable the full potential of the
human body, for example by using devices from non-computing application
areas, adapting the functionality of a device for other kinds of usage, or using
emerging technology?

As a result, it will be questioned how the possibilities of the human /0O system be
applied, and how new technologies may drive new 3DUI developments or increase the
possibilities of current efforts. Also, some new application areas are illuminated that
are not directly driven by human or technological potential.

1.5 Summary

In this chapter, the basic background of 3DUIs has been discussed, presenting the
terminology and basic issues.

Interfaces for spatial, computer generated environments. 3DUIs are being used in a
range of different spatial environments that are characterized by the amount of the real
world being replaced (blocked out) by digital content. This range is known under the
name of the Mixed Reality continuum.

The field of 3DUIs is highly interdisciplinary. 3DUI research integrates different
disciplines, including computer graphics, human-computer interfaces, psychology, and
design.
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Interfaces for different needs. Interfaces can aim at different purposes, including task
improvement, better understanding of data, fun, and new or extended application
possibilities.

Several top-level 3DUI techniques can be identified. Most of the currently available
techniques can be categorized in a small group of tasks, which include selection,
manipulation, navigation (travel and wayfinding), system control, and symbolic input.

Most research in the field of Mixed Reality is still focused on better / more
advanced 1/0O techniques. Research, predominantly, still focuses on how to make
technology better, but other themes, such as making spatial environments more
realistic, the design and development of 3DUIs, or understanding the impact of VEs,
are gaining more interest.

Exploring the human 1/O to develop (multisensory) 3DUI techniques. This
dissertation takes a predominantly human-centered approach, identifying the potential
of the human body to develop new or more advanced 3DUIs. For analytical purposes,
the human is seen as a “human processing unit,” leading to the notion of the human 1/0
system.

Summarizing and reflecting, this dissertation addresses several main 3DUI research
goals and directions identified in section 1.3.

e More advanced 1/O devices: in this dissertation, many new and/or
technologically advanced devices are presented, both from other researchers
(chapter 2), and as a result of my own work (chapter 4). Own techniques
(devices) specifically focus on increased ergonomics, the usage of sensory
substitution methods, or the combination of 2D and spatial techniques (see next
point).

e Mixing 2D and 3D techniques: three case studies focus on the combination of
2D and spatial techniques in so called hybrid interaction techniques (chapter 3
and 4) to advance interaction in tasks that are not solely of a spatial nature.

e Making VEs more realistic: several techniques are presented that focus on the
combination of multiple sensory or control systems in order to create more
“vivid” interactive environments (chapter 4).

e Making 3D user interaction “easier and better”: this dissertation specifically
focuses on making interaction better, by looking at specific factors, such as the
advantages, disadvantages and problems of multisensory processing, flow of
action in complex applications, and the development of advanced feedback
mechanisms. This includes the work on specialized interaction techniques, such
as those focusing on the exploration of textures (chapter 4). Guidelines and /or
explanations are included that make it easier for other researcher to replicate
results (chapter 3).

As a next step, in the following chapter a closer look will be taken at “human
processing unit,” by taking a detailed look at the different human 1/O channels.
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CHAPTER 2
The human 1/0O system

In this chapter, an overview of the human 1/0 system will be given. The different input
and output channels of a human being will be described at a basic psycho-physiological
level, focusing on the specific potential that could be applied in human computer
interfaces and, more specifically, in 3DUIs. Therefore, a specific focus will be put on
how the potential of the human can be accessed or enabled via hardware interfaces, and
how they can be applied at a practical level. As a result, the human input and output
channels are described at three levels: perception, hardware interfaces and application.
Furthermore, some top-level factors that deal with behavior are handled that affect both
human input and output. This chapter does not provide a complete overview of all
possible hardware devices for a 3DUI, since this would be outside the scope of this
dissertation. To a large extent, the content of this chapter is based on (Beckhaus and
Kruijff '04), adapted and specifically focusing on the field of 3DUIs.

2.1 Introduction to the human I/O channels

In order to create a basic understanding of what is meant by the human 1/O system, a
principal description of the main issues will be given in this section. These issues will
be the focus of the following sections, when describing the different I/O channels, and
in the next chapter, when the focus will be on the more practical aspects of designing

unconventional 3DUIs.
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Figure 2.1: Information processing in the human 1/0 system
(the human as processing unit).
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The human /O system and its relation to human computer interfaces can be best
described by providing an information processing diagram as shown in Figure 2.1. The
information processing loop consists of a perception and an action sector. In a normal
(“traditional””) human computer interface, a user will receive a stimulus from an output
device that stimulates a receptor. The human sensory system, as is well known,



Chapter 2 Human input 24

generally is regarded as having five modalities: vision, audition, olfaction (smell),
gestation (taste), and somasthesis (haptics/touch). The vestibular system, which
contributes to the sense of balance, is sometimes also seen as modality.

When the body receives a stimulus, it extracts four kinds of information: the sensory
modality or submodalities, the intensity of the stimulus, the duration of the stimulus,
and its location. Each sensory modality has its specific receptors, which converts
physical stimulus energy into electrochemical energy. As such, a receptor “fires”
impulses that are carried to the central nervous system (CNS) via the sensory division
of the peripheral nervous system (PNS). The central nervous system (including the
brain) handles these signals with its specific areas (sensory receiving areas) and sends
impulses out via the motor division of the PNS. These impulses can result in so called
voluntary actions that involve the stimulation of the muscles, for example to control an
input device. The PNS also controls involuntary actions, like the control of the heart
beat. As such, they do not fall under motor output as described in Figure 2.1 (Kandel,
Schwartz et al. '00).

One of the particular focuses of the human 1/0O system is the close coupling of human
and hardware interface. Often nicknamed “bioware,” some medical directions provide
new perspectives on how closely human potential, or human information processing,
can be influenced by digital devices. Throughout this chapter, the importance of these
devices for 3DUls will be illuminated to certain extent. As with the general
descriptions of the specific sensory and motor (or control) channels of the human body,
the information on psycho-physiological issues will be kept within boundaries. For a
complete overview and detailed discussion, please refer to (Shepherd '94; Kandel,
Schwartz et al. '00; Goldstein '02) or to the specific references given within the text.
The sections describing the different human systems are split up in three subsections.
The first part introduces the psycho-physiological background of the system, followed
by a (focused) overview of different hardware interfaces that can be connected to the
human system. Finally, in the application part it is explained how the coupling of the
human system and hardware interface may lead to new or adapted interfaces or
sensations or how human potential could be used in different ways, thereby demanding
new hardware interfaces and techniques.

2.2 Human input

Human input refers to the processing of a stimulus that can be provided by an external
source like an output device. A stimulus is handled through a sensory pathway, as can
be seen in Figure 2.2. When a stimulus arrives at a receptor, it is encoded by the
receptor neurons into sensory information that travels to the brain’s specific receiving
area. For most modalities two or more parallel pathways convey sensory information.
Each neuron of a sensory pathway is composed of an input side (the cell body and
dendritic trees) and an output side (the axon with its branches). Transmission between
neurons happens between the synapses, and the axonal endings and dendrites of another
neuron (Kandel, Schwartz et al. '00).
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Figure 2.2: Sensory pathway, adapted from (Goldstein '02).
Courtesy of S. Beckhaus

Receptor cells are specialized and are sensitive to different stimuli. Hence, different
modalities are associated with different receptors (Figure 2.3).

Modality Stimulus Type of receptor Receptor
Vision Light Photoreceptor Rods, cones
Audition Air-pressure waves Mechanoreceptor Hair cells (cochlear)
Olfaction Chemical Chemoreceptor Olfactory sensory
neurons
Taste Chemical Chemoreceptor Taste buds
Somatic Mechanical, noxious | Mechanoreceptor, Dorsal root ganglion
(chemical), thermal Nocireceptor, neurons
Chemoreceptor,
Thermoreceptor
Vestibular Head motion Mechanoreceptor Hair cells
(semicircular cells)

Figure 2.3: Modalities and associated receptors.
Adapted from (Kandel, Schwartz et al. '00)

But, why is it important to understand how the sensory pathways work? The answer is
quite simple: unconventional computer interfaces may not work the “traditional way”.
Within a conventional human computer interface, only receptors are stimulated to
convey information towards the user. However, with some unconventional user
interfaces, this is changing. In order to create a sensation that results in a perception
one does not necessarily need to stimulate a receptor via an external source. Since the
sensory information consists of electrochemical energy, one can also directly stimulate
the nerve system or even the brain via electrical stimuli. In the following sections,
multiple kinds of interfaces will be shown that bypass the normal sensory pathway, by
not stimulating the receptors at all. Similar effects can be seen on the motor side of
human information processing. These kinds of interfaces have a large impact on how
we can observe interaction processes — a discussion on this issues follows in the section
2.2.6.
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2.2.1 Vision

Perception

The visual system is the most important sensory system of the human body and consists
of three parts: the eye, the lateral geniculate nucleus and the thalamus, the sensory
processing area in the brain. The visual system senses electromagnetic energy with
properties of waves and particles, called photons.

Lens

Rods and cones

Pupil

Cornea

Retina Optic nerve
Figure 2.4: The visual sensory system: eye and optic nerve.

The human eye (Figure 2.4) senses these photons as light. This light is radiation with
wavelengths between 370 and 730 nanometers. The different wavelengths of this
radiation are interpreted as different colors. Other radiation, like infrared or ultraviolet
light, cannot be observed by the human eye. When light passes the cornea and the lens
in the eye, it stimulates the visual receptors, the cones and rods. These photoreceptors
trigger electric signals, via the neurons into the visual area of the brain. The visual
system generates stereo vision with depth perception up to about 6 meters and can
focus on object as close as 20cm and up to infinite depth. The eyes observe within a
range of 210 degrees (the human field of view). Observed objects are perceived with
different form and size, color, depth, brightness and motion. The detail the human eye
can perceive is limited by the number of sensory cells, which number about 120 million
(Salvendy '97).

How the human eye perceives the outer world has been the source of a large number of
(contradicting) theories. An overview of these theories can be found in (Goldstein '02).
Visual perception affects a large number of HCI related factors, including the focusing
of attention, the ability to group elements, and the registering of feedback. A discussion
of these factors can be found in most HCI books, including (Shneiderman '98; Preece
'02).
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Hardware interfaces

There are a huge number of traditional visual output systems available, ranging from
TV or monitor-based up to meeting room projection wall systems. Within the field of
augmented and virtual reality, most of the systems used make use of some kind of head-
coupled device or wall display systems consisting of one or multiple walls. An
overview of most of these systems can be found in chapter 3 of (Bowman, Kruijff et al.
'05). A selection of unconventional display systems can be identified and will be
provided hereafter.

General display advancements

The first group is roughly characterized as displays that provide and visual information
to the human eye, via a body-external source such as a screen, therefore, being
advancements or derivates from general display devices. Some display systems adapt
general display principles, for example by projecting on non-solid screens, like the
Fogscreen (Fogscreen '05) which projects on fog curtains or different forms of screens.
Other approaches focus on creating high-resolution display systems that get close to the
actual “resolution” of the human eye. Finally, there are several directions focusing on
the creation of spatial imaging that are independent of any glasses (such as passive or
active stereo glasses), including holographic (Figure 2.5, (Actuality '06)) and
autostereoscopic displays (Perlin '00). Especially holographic displays are still rather
exotic and can, therefore, certainly be regarded as unconventional visual display
technology.

Figure 2.5: Holographic display.
Courtesy of Actuality

Non-invasive retinal display

The second group of visual output devices directly focuses on stimulating the human
visual system. An example of a non-invasive interface is the Virtual Retinal Display
(VRD), developed at HITLab (Tidwell '95) and now sold by Microvision (Microvision).
The VRD makes use of photon sources to generate light beams (laser) in order to create
rasterized images on the user’s retina. With this method, every color needs a separate
source. The light beams are intensity-modulated, hence allowing both fully-immersive
and see-through display modes. The display can potentially create full field-of-view
images that are both bright and high resolution, and it is highly wearable.
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Invasive displays (visual prostheses)

Next to non-invasive methods, there are a couple of developments that make use of
invasive techniques in order to create purely artificial vision. These interfaces operate
within the user’s body and stimulate the retina, optic nerve, or the visual cortex. Next
to these purely digital approaches, there are some developments combining neural cells
and photoelectric devices, so called biohybrid implants. These devices are
predominantly developed for disabled people, but may find applicability in future
display systems for non-impaired people.

The seminal work on visual prostheses started in the late 60ies with an 80 electrode
system implanted into the visual cortex of a volunteer, which was fed by transcutaneous
signals (Brindley and Lewin '68). These kinds of prostheses elicit small, limited
subjective sensations of light (phosphenes). The aim is to produce patterns of
phosphenes that resemble low-resolution mental pictures, allowing information from a
camera to be transferred to the visual cortex. The principle of electrically stimulating
neural tissue has been extended over the last decades and has resulted in minimal vision
systems. Probably the most advanced system has been demonstrated by Dobelle
(Dobelle '00). Dobelle makes use of a 64 microelectrode array that is fed by a belt-
mounted signal processor receiving images from a digital camera. The system has been
successfully “installed” in a couple of people that can see shades of gray that can
somehow be interpreted by the brain.

Next to the electrical stimulation, some researchers experiment with magnetic
stimulation (transcranial magnetic stimulation, also known as TMS). Using a coiled
device, magnetic field impulses are generated that stimulate the visual cortex. The
method has the advantage of being non-invasive, but is still in its infancy (Gothe,
Brandt et al. '02).

~ RETINAL CHIP

Figure 2.6: Retina prosthesis with retinal chip.
Development at University of California at Santa Cruz.
Courtesy of W. Liu

Stimulation of the optic nerve with electrodes has been probed within a limited amount
of experiments. Veraart et al (Veraart, Raftopoulos et al. '98) demonstrated rudimentary
phospene mapping through so called “spiral cuff” electrodes placed close to the optic
nerve. Results of these experiments were limited, but promise to go into the same
direction as the visual cortex stimulation. A particular advantage is that the implant can
be easily inserted medically.

Developments like those performed in the Boston Retinal Implant Project (BRIP '04) or
Retinal Prosthesis Project (RPP '04) focus on creating implants that either replace the
photoreceptors in the eye (sub-retinal approach) or directly communicate with the
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ganglion cells (epi-retinal approach). These interfaces depend on photodiodes that are
used as photoreceptor cells (sub-retinal approach) or electrodes (epi-retinal approach)
to create cortical potentials. A first successful usage of a retinal implant, such as
illustrated in Figure 2.6, was reported in (Palanker '06).

Vision substitution

Finally, experiments have started that use other channels than the human eye to convey
visual information. One example is the tongue-stimulating system that makes use of
electric pulses coming from an array of electrodes (144) to trigger touch receptors in
the tongue. The pulses are actually patterns from images captured with a camera. As
such, the tongue sensations through training result in some sort of perception of shapes
in space (Kaczmarek, Weber et al. '91). Currently, the device developments foremost
seem to focus on providing not directly visual information, but to create vestibular
sensations (see section 2.2.5) (Wicab '05).

Application

It is rather difficult to do something really unconventional with visual interfaces. Both
display systems and techniques that make use of the human visual system are heavily
explored. Nonetheless, some directions can be given that are still open within the field
of 3DUI or new fields that may result in the development of 3DUIs. These
developments can be roughly divided in three categories, which are afterwards
described in more detail:

e Enhancing the visual system: providing techniques or technologies that provide
the user with the means to do things that are not “supported” by the human
visual system itself

e Replacing the visual system: currently only focused on providing a means to
make blind people see, it offers some provocative possibilities for future
interfaces

e Higher level sensations: visuals may affect human subjective sensations, like
emotion or tricking out the human with “false beliefs” (like the feeling of
presence, in which a user is tricked into believing she is in another, digital
world)

Taking a look at this from a psycho-physiological perspective, many enhancements can
be foreseen. Many of these enhancements focus on the adaptation of the image
normally perceived of the world. Many of these methods have already been probed in
the field of visualization techniques, both in 2D and in immersive environments.
Nonetheless, several directions can be stated that move 3DUls towards
unconventionalism. Most of these directions would probably involve the blending in of
visualization techniques with the sensation of the real world through a mixed reality
medium.

First of all, objects or information that lie outside the visual spectrum (370-730 Nm)
can be visualized, for example by using a night vision camera capture. Adapting the
visual spectrum (color, brightness, etc.) by adapting the image of the outside world is
another field that might be explored further. Real-life tasks with different light
conditions might profit from color (spectrum) adaptations — an example is an outdoor
AR assembly scenario in a dark environment, in which light-intensified imaging is
blend in.
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Next to the adaptation of the color spectrum, the modification of viewpoint or
viewpoint-independent viewing offers interesting possibilities. Limited by a single,
fixed viewpoint, viewing methods can be developed that go beyond simple multi-
viewpoint representations as provided by 3D modeling tools. These methods can
theoretically be driven to extremes, like the provision of a different viewpoint on every
eye. The usage of different viewpoints has been probed in airplane (military)
technology, by using head-up displays (HUD), but within these scenarios, information
is normally not conflicting. The information provided to the HUD normally fits to the
visual image received by the non-covered eye. The combination of two different
viewpoints can be both interesting as well as leading to a cognitive overload — the
possible problems of combining multiple viewpoints is a well-known phenomena in
wayfinding scenarios (Darken and Cevik '99a).

Related to multi-viewpoint display is the blocking and de-blocking of objects, enabling
users to see through objects or making objects invisible. A possible method to achieve
this is the real-time merging of footage from a normal camera, combined with a camera
that can detect different heat ranges. Another possibility is, as is often done in
augmented reality applications, to mix in digital content in video footage from a real
scene.

Support for extremely wide field of view by encompassing the complete view of the user
is still largely unsupported, though may yield considerable advantages for 3DUIs. One
measured effect is the support of feedback via peripheral vision, like motion cues in
wayfinding applications. In addition, new ways of providing feedback might be found
that do not block the central vision, by displaying visual cues in the user’s peripheral
vision area (see chapter 7 in (Bowman, Kruijff et al. '05)).

Figure 2.7: Implantable miniature telescope.
Courtesy of VisionCare Ophthalmic Technologies, Inc.

Experimentation with different lenses can provide interesting possibilities for 3DUIs,
surpassing earlier experiments like the 2D Magic Lenses ((Bier, Stone et al. '93)) or its
3D equivalent by Viega et al. (Viega, Conway et al. '96). Similar to the two different
viewpoints from different angles, two viewpoints with different lenses (like normal and
close-up) can be rendered, for example to aid in specific manipulation actions. The
Implantable Miniature Telescope by VisionCare (Figure 2.7) gives some idea of the
possibilities of working with different lenses. Implanted in the eye, it provides
magnified central vision for people with viewing disabilities. A similar enhancement
could be provided by digital means. Even though a digital connection to such a lens
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construction would be difficult, similar functionality could be useful in a 3DUI, for
example, to digitally enlarge remote or extremely small objects in outdoor Augmented
Reality applications.

Finally, just like the miniature telescope, future invasive display technologies
(implants) can possibly provide a new breed of 3DUIs. Irrelevant of the current display
quality (the devices currently just provide some sensation of blobs of light), invasive
devices could completely replace any normal real-world vision, thus delivering a
completely artificial and, therefore, possibly fully immersive sensation. It can be
expected that such interfaces are highly wearable and are therefore well suited for
outdoor scenarios as currently covered by AR applications. Nonetheless, the usage of
invasive technology for the visual channel raises a large number of questions of ethical
and medical nature. The replacement of the “real” sensation of the world may bear
considerable danger when used for other purposes than in assisted technology
(technology for disabled people). A discussion on some ethical factors can be found in
section 3.5.

2.2.2 Audition

Perception

The auditory sensory system (Figure 2.8) is the second most important human input
channel. The auditory system consists of the outer, middle and inner ear. The outer ear
collects the sound and directs it to the eardrum, which vibrates, mimicking the sound
waves it receives. The eardrum produces a reaction in the three bones of the middle ear
(Malleus, Incus, Stapes), which causes the fluid in the inner ear to move. This affects
the hair cells, the receptors, in the cochlea (inner ear). The hair cells bend back and
forth, thereby sending electric signals to the acoustic/auditory nerve, which carries
them to the brain.

Sound waves are not only sensed by the ear. Organs like the stomach and the lungs also
sense sound waves and vibrate at specific resonances, especially in the lower
frequencies. As such, they can also sense audio and deliver sensations like “feeling”
low frequencies.

The ear is able to process frequencies between approximately 20 and 20.000 Hz (the
higher frequencies decreasing with age), and detects loudness, pitch, and timbre.
Sounds that are not audible to the ear (infrasonic and ultrasonic sounds) may not be
detected by the human ear, but may have other effects on the human body, including
nausea. Especially when sound comes from the frontal hemisphere, humans are good in
localizing sound sources through the intensity difference between the ears. Sound is
rapidly detected, can have an alerting functionality (which can be powerful as feedback
mechanism), and we can focus on specific sounds, blending out others (Goldstein '02).
Sound can have an affective function on the humans’ emotional state. The wrong usage
of infrasound (low frequency) can provide humans with uncomfortable feelings, up to a
noxious state. On the other hand, music like Mozart’s can have a relaxing effect, as
numerous experiments have shown, or might even support spatial reasoning (for a
further discussion, please refer to the application subsection).
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Figure 2.8: The auditory system.
Hardware interfaces

General display devices

Similar to visual displays, a huge number of audio displays exist. The major group
consists of loudspeakers in different forms, like floor speakers or headphones, or new
developments like large(r) arrays of loudspeakers as used in wave field synthesis
(Berkhout '88). Most of these developments, such as Yamaha’s commercial device
shown in Figure 2.9, make use of some kind of vibrating surface to produce a sound
wave and can be unconventional in the huge number of speakers used.

Figure 2.9: Commercially wave field synthesis device
for usage in smaller space systems.
Courtesy of Yamaha

Ultrasonic based sound generation

Recently, new developments have been made to produce sound waves by using
alternative methods. One of these developments makes use of ultrasonic sound to
produce localized sound that can only be heard at one single spot. A sound wave
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normally consists of a small pressure wave, going up and down when traveling through
the air. During this non-linear movement, the air itself causes the sound wave to
change, thereby producing new sound frequencies. These sound frequencies can also be
caused by ultrasonic sound waves that create these new frequencies in the air.
Ultrasonic energy is highly directional and produces a kind of column in front of the
emitter, therefore producing a directed sound volume, not a spread one like with a
normal loudspeaker. Since ultrasonic sound cannot be perceived by the human ear, a
user will only hear the sounds produced by the ultrasonic waves within the conical
volume. Examples are of these devices are (ATC '04; HRL '04).
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Figure 2.10: Earbone vibration interface.
Courtesy of M. Fukumoto

Vibration and conductance based sound generation

Using earbone vibration, Fukumoto et al’s Whisper (Figure 2.10, (Fukumoto and
Tonomura '99)) produces sound by sticking a finger into the ear canal. Whisper is a
wrist-worn input device, consisting of a small microphone and an actuator. The actuator
translates the received voice signal into vibrations that travel via bone conduction in the
arm and finger into the user’s ear. As with normal auditory production, the ear bones
start to vibrate and let the inner fluids move the hair receptors, hence producing an
auditory sensation. The audio quality is said to be of good quality, since the finger-in-
ear method blocks out much noise. The device is now sold by NTT Docomo under the
name Fingerwhisper (NTT '04).

The Whisper development, to some extend resembles research in cutaneous
communication, in which actuators are attached to the skin to transmit auditory
information. This kind of communication, though, is meant for people who are severely
hearing impaired or deaf. Using this method, no real auditory sensations are produced —
communication takes place over “buzzing” feelings. Hence, they are actually
vibrotactile sensations.
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Invasive sound displays

In addition to non-invasive audio generation, cochlear and middle-ear implants are
available that produce audio sensations through invasive methods. In comparison to
visual implants, cochlear implants are well-proven and used by large numbers of
people. The cochlear implant (Figure 2.11, (ABC '06)) makes use of a combination of
externally worn hardware and implanted components. Sound is picked up by a
directional microphone and sent to a sound processor. The sound processor digitizes the
sound and transfers it to a small transmitter antenna, which sends the coded signals via
radio frequency to the internal implant. The implant converts the signals into electrical
signals that are sent to the electrode array of around 20 electrodes that are placed in the
user’s cochlea. These electrodes stimulate the nerve fibers, creating an auditory
sensation.

In addition to cochlear implants, middle ear implants that amplify a recorded sound and
transfer the sound via bone or skin conduction to the inner ear are available. Examples
are the Vibrant Soundbridge (Gerbert-Hirt, Hauser et al. '04) or the TICA (Bowditch,
Cox et al. '03), a fully implantable device which is does not seem to be produced
anymore.

transmitter
antenna

Figure 2.11: Components of a cochlear implant.
Courtesy of Advanced Bionics Corporation

Audio displays for non-sound generation

Finally, some hardware interfaces are available that produce sound waves, but no direct
auditory sensation, since they are in the infrasonic or ultrasonic sound range. Infrasonic
sounds are generally produced by subwoofers or large pipe-like constructions, whereas
ultrasonic sound is produced by human speech or musical instruments. The devices can
be used in VR setups, as will be handled in the next section and section 4.2.

Application

Within VEs, audio is mostly used for general audio generation purposes like playing
some music or background sound or providing basic feedback, like a simple plong when
an object is selected. Even so, most of the display setups have a rather minimal sound
setup, which is often not in line with the high costs spent on the visual display. Hence,
based on personal observations, it can be stated that audio is rather undervalued.

In order to use the full extent of the human auditory capabilities the setup of truly
spatial sound displays can be considered. In this regard, the generally used 5.1 or 7.1
surround sound systems provide only a basic number of sound generation possibilities
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that can be upgraded by using true spatial sound setups. Such setups can make use of a
large number of speakers, situated in a possibly regular pattern around the user’s
hotspot in a display system. Personal experiences, with around 20, up to 50-speaker
systems, indicate a better immersion support: a user can be better pulled into the
actions of an application (especially story-based applications).

One of the key advantages of using a speaker array is that sounds can potentially be
connected to the appropriate objects (Caulkings, Corteel et al. '03). When objects have
sounds connected to them, the sound can actually come from the same direction as the
visual location of the object. Locatable audio cues can be useful as wayfinding aid, for
example by coupling particular sounds to landmarks such as a railway station.

Related to object-sound connections, the creation of more advanced sound feedback
mechanisms need to be considered. Such feedback mechanisms may vary widely,
ranging from actual sound simulation (the realistic simulation of actual sounds that are
changed through actions in a VE) up to the before mentioned usage of sound for non-
sound purposes. As can be seen in section 2.2.3 on somatic perception, as well as in
one of the case studies (section 4.2), sound can also be used to produce haptic
sensations.

Using advanced spatial sound generation software, audio-only spatial environments can
also be considered. For example, the LISTEN project (LISTEN '05) produced several
soundscapes that would change through user interaction with the environment. In this
case, interaction was based on a storytelling engine that presented sounds to the user
based on location and path through a spatial environment.

Finally, an issue still open for discussion is the audio effect on user performance. In the
nineties, a large number of tests were made on the so-called “Mozart effect”. After an
initial study by Rauscher and Shaw (Rauscher and Shaw '93), there were indications
that Mozart’s music would have positive effects on user performance, especially
providing short term 1Q bursts and improved spatial reasoning. A whole industry came
up making profit by selling this still rather under-researched issue. Other researchers
could not find any effect by playing Mozart (Newman, Rosenbach et al. '95), but all
together, researchers seem to agree that with Mozart specific areas of the brain were
quite stimulated, possibly leading to finer motor coordination and *other” higher
thought processes. As such, sound could also have an effect on spatial performance in a
VE, and effect performance of foremost manipulation and wayfinding techniques. A
larger test environment would be needed to prove this statement, and even then,
applicability should be well chosen.

2.2.3 Somatic and kinesthetic

Perception

The somatic and kinesthetic systems handle the sensations that relate to force and
touch. The somatic system perceives cutaneous (skin) and subcutaneous (below skin)
sensations, whereas the kinesthetic system senses mechanical sensations in the joints
and muscles. These sensations are also generally known as haptic feedback and relate
to the communication of information on geometry, roughness, slippage and temperature
(touch), and weight and inertia (force).

The kinesthetic system senses the position and movement of limbs. The system has one
submodality, which is regularly focused on in 3DUI research, namely proprioception
(Mine, Brooks et al. '97a). This submodality refers to all sensory inputs from the
musculoskeletal system.
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Skin and muscle sensations are received by several receptors, namely thermoreceptors,
nocireceptors, mechanoreceptors including proprioceptors and chemical receptors. As a
result, humans are able to perceive: light touch and pressure, vibration and surface
discrimination, pain, temperature and “harm” (noxious sense) via the somatic system.
The kinesthetic system senses limb position, movement and force.

The quality of somatic and kinesthetic stimulation depends on both the resolution of the
stimulus and certain ergonomic factors. Resolution refers to both the spatial and
temporal resolution of a haptic stimulus. Spatial resolution deals with the diversity of
areas in the human body that can be stimulated: some parts, like fingertips, are more
sensitive than others. Temporal resolution basically refers to the refresh rate of the
stimulus, which can be up to 1000Hz (Massie '93).

Somatic or Kinesthetic stimulation can lead to pain. When going over a specific
threshold, which is normally different for every human being, a stimulus can overly
stimulate a receptor, normally triggering the noxious sense (Goldstein '02).

Hardware interfaces

A large number of devices exist that stimulate the somatic or kinesthetic senses. Over
the last decade, research in haptic devices has become increasingly popular. In the
nineties, haptic research was still dominated by rather complex devices that were
mostly derived from research highly similar to robotics (like exoskeleton
devices)(Biggs '02). Many of these developments still have an experimental look-and-
feel due to the often strange robotic constructions used. Both miniaturization of
mechanics and alternative approaches for creating haptic stimulations have resulted in
smaller scale and more diverse devices. The devices can be best differentiated based on
their actuators.

Figure 2.12: A haptic device combining a body-coupled construction
with a ground referenced device.
Courtesy of Immersion Corporation
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Body and ground-referenced devices

The majority of available devices focus on force feedback via body or ground-
referenced hardware or a combination of both (Figure 2.12). Force reflecting devices
mostly make use of pneumatics or hydraulics mounted in devices to put force on hand-
coupled devices such as a joystick, pen, or steering wheel or more complex
constructions using a multitude of moveable pins that adapt a flexible surface, like the
Feelex (lwata, Yano et al. '01). A second group exists that makes use of string-based
(Ishii '94) approach, leading to both small, grounded devices, as well as larger devices
that allow haptic feedback in larger projection systems such as a CAVE™ (Buoguila,
Ishii et al. '00). A special group of haptic devices consists of different kinds of motion
platforms, like the Gaitmaster, a device simulating locomotion onto a staircase (lwata
'01). In addition, tactile feedback devices exist that provide cutaneous and subcutaneous
feedback to a subject. Examples are inflatable air-bladders, small rapidly inflatable
elements, or alloy shapes that are flexible and deform under heat influence (Bullinger,
Bauer et al. '97). Strongly related are vibrotactile feedback devices that make use of
small vibration elements like pager motors. An example is the SmartFinger, a nail-
mounted vibrator that simulates textures while tracing the surface, using a photo
detector (Figure 2.13, (Smartfinger '05)).

Recently, a separate group of force reflecting devices is getting more attention, even
though its principles are known for a longer time. These devices are based on new
“smart” materials or elements like piezopolymers, magnetism (Mignonneau and
Sommerer '05), or shape-memory-alloys. A good overview of “smart” materials can be
found in (Fletcher '96), whereas descriptions of most general haptic and tactile devices
can be found in (Burdea '96).

Figure 2.13: SmartFinger nail-mounted tactile device.
Courtesy of JST & University of Tokyo

Wearable haptic devices

Moving away from traditional exoskeleton devices, miniaturization allows for smaller
and more wearable and embeddable devices. Application is wide and can range from
simple joysticks to light, up to possibly wearable, interfaces using a string-based
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approach. The area of embedded devices seems a promising field for unconventional
interfaces. Built as small blocks like the physical widget (Phidget) approach
(Greenburg '01), or hidden completely, minimal haptics can empower scenarios like
driving aids (haptic feedback during emergency situations to quickly warn a driver) or
highly flexible toys for playful scenarios, similar to LEGO Mindstorms (LEGO '05).
Most of the actuators used in miniaturized haptic interfaces are based on vibrotactile
feedback mechanisms, using small pager-like motors. A practical example of using
pagers is the tactile vest by Lindeman (Lindeman, Sibert et al. '04) which is similar to
NASA’s Tactile Situation Awareness System (NASA '05). These systems are, among
others, used for providing directional cues in navigation (wayfinding) tasks. A related
tactile approach for wayfinding that should also be mentioned is the tactile map, a
dynamic map that can be felt by blind people (Jacobson '96). The tactile map makes
used of raised contours in a mechanical device and, as such, can also be interpreted
visually.

Props and tangible interfaces

The field of passive haptic devices, generally known as props, brought forth numerous
unconventional interfaces. Generally, props are real-life devices embedded in a VE,
thus easy to use by a user. The classic interface is Hinckley’s medical application using
a plastic plate and a doll’s head to perform cutting plane actions (Hinckley '94).
Following Hinckley’s idea, many interfaces have been developed. Probably the most
influential direction based on the props idea is known as Tangible User Interfaces
(TUI), started by Ishii and Ullmer (Ishii and Ullmer '97) under the name tangible bits.
Most of the TUIs are used for manipulation actions and are quite powerful, since many
actions in a VE can be represented by an object known from real-life. TUIs can be
made extremely robust and, as such, frequently find their way in public space
installations such as DisneyQuest’s Pirates of the Caribbean, which uses plastic
cannons to interact in a pirate game (DisneyQuest '06). TUIs show resemblance to the
Phidget approach mentioned before due to their building-block like characteristics.

Electromuscular stimulation

Focusing on muscular contraction and release, electro-muscular stimulation provides an
interesting way of providing haptic feedback. Using small electric currents, muscles
contract through impulses provided via small pads on the skin. The muscular
contraction can potentially be used to create biomechanical changes in the pose of a
person. A more detailed investigation on the usage electromuscular stimulation can be
found in the case study handled in section 4.3.

Non-haptic somatic feedback

There are several devices focusing on the stimulation of somatic sensations that do not
necessarily result into force perception. Heat elements provide a way of communicating
temperature to a user, either by body-coupled devices such as a heat pad, or by using a
heat blower. Similarly, air movement can be created by using a fan, or some other kind
of wind machine (Deligiannidis and Jacob '06). Finally, different levels of moisture can
be generated by using an evaporative humidifier.

Non-body coupled haptic stimulation or substitution

Finally, side-effects of audio and wind can be used for providing haptic and pseudo-
haptic (substituted) sensations. Human cavities, like the lungs, start vibrating when
stimulated via certain high volume audio frequencies, resulting in a sensation that most
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people know from a (rock) concert. The usage of a small burst (or punches) of wind can
be used to tickle or even slightly deform the human skin. For more information, please
refer to section 4.2 for a detailed description of these feedback methods.

Application

Most actions in a virtual environment do not follow any of the physical rules that apply
in the real world. Most manipulation actions do not provide any physical feedback to
the user, and, generally, navigation is done in “floating mode”: the user is standing and
pointing in a specific direction. In most systems, information is provided to the somatic
and kinesthetic system by using sensory substitution. Sensory substitution is the usage
of an alternative human input channel to communicate similar information (section
3.3). Neglecting physical feedback does not necessary lead to bad interaction, though
adding haptic cues does provide advantages in specific circumstances. More complex
manipulation tasks benefit from haptic cues by provision of more precise interaction
feedback cues. It has been shown that real motion cues provide better wayfinding in
virtual environments (Usoh '99). Haptics have also shown to be effective in medical
scenarios (Steffin '98). One particular interesting experiment was the usage of plastic
spiders as “tactile augmentation” in phobia treatment scenarios (Hoffman '98). Finally,
the addition of haptics can increase the realism of an application and increase the sense
of presence (Carlin, Hoffman et al. '97; Biggs '02).

But, what are the actual technical or human innovations to be expected in the haptic
research area? In the following paragraphs, a closer look is taken on new directions or
possibilities for haptic feedback. A detailed discussion on general usage of haptic
devices and their effects on interaction can be found in (Burdea '96).

[ 4

Figure 2.14: Pos.t wear feedback mechanism.
Courtesy of POSTECH

A field still open for further research is full-body haptic feedback. Theoretically, the
human body can be encapsulated in an exoskeleton structure, but for the majority of
scenarios, this is unacceptable. Currently being probed is the usage of arrays of
vibrotactors, for example mounted in clothes like the before mentioned tactile vest. A
vest-like construction focusing on truly full-body feedback is Pos.t wear (Figure 2.14,
(Yang, Jang et al. '02)), based one multiple ring-like levels mounted with around 60
vibrotactors. Current full-body feedback devices are still characterized by their small
spatial resolution, since they only provide rather rough feedback, both due to the
limited amount of actuators and the bodily zones they stimulate (the different parts of
the body have diverse sensing levels).
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Another challenge is support for group-based haptic feedback. Even though passive
feedback, using props, has been probed in multi-person setups (see section 4.2), active
haptic feedback is still largely under-developed. Due to technical limitations (it is
rather hard to hook up every single person with a haptic device) there is currently no
real group-based haptic interaction outside those setups that make use of multiple
desktop-based workspaces. A first attempt for rough group-based haptic can be found
in section 4.2. By using audio shockwaves larger groups of people can be stimulated
with a limited amount of haptic sensations.

Finally, one of the more dubious kinds of somatic feedback is the infliction of pain,
caused by haptic feedback that passes a specific threshold. Inflicting a user with pain
via physical methods does not, in most cases, make any sense at all, but it can be
imagined that for medical experiments, it could be useful. Within the games area, the
infliction of pain has been tried out at least once. The rather popular PainStation
(Figure 2.15, (PainStation '05)) combines multiple devices, including a heat pad,
electroshock, and a whip to create painful sensations in users. As such, it adds an extra
level of game play to a user. The ethics of using such installations are dubious — still,
people play voluntarily the PainStation.

Figure 2.15: Users playing PainStation.
Courtesy of www.painstation.de

2.2.4 Chemical

Perception

The human chemical system (Figure 2.16) handles both smell (olfaction) and taste
(gustation) sensations. Both systems are functionally linked — taste sensations are more
difficult to register by a human being when no olfactory information can get through.
The reception of olfaction and gustation is handled by chemical receptors that are
stimulated via chemical substances. An olfactory sensation is triggered by molecules in
the air, which are released by substances in our environment. Inhaled through the nasal
cavity, nose, and mouth, they stimulate different receptor cells. Humans have about
1000 different receptor cells, each sensing a different chemical bond. Many people have
tried to classify the range of odors, but no successful or generally accepted
categorization exists. Not all of the chemical receptors are activated in every human
being — clear differences, for example between races or as a result of training can be
noticed (Menashe, Man et al. '03). To discriminate a scent, multiple receptor cells are
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active. A particularity of these receptors is that they are directly connected to the brain.
As such, the perception cycle is much faster than with other human input systems.

In addition to the sensation of scents, so called trigeminal sensations can be perceived.
The trigeminal system connects to (noci) receptors at multiple places, including the
lips, tongue, tooth, oral, and nasal cavities. Thus, humans can also sense burning
sensations (like hot pepper) or temperature via the nose and other body parts, like
itching sensations on the skin (Goldstein '02). It should be stated that these sensations
are more closely related to tactile sensations and, therefore, cannot necessarily be
categorized as purely chemical.

Practically, scent is foremost used for smelling food or for detecting danger (like fire).
Due to the speed of perception, smell is especially well-purposed for danger detection.
Both unconsciously and consciously, smells affect our emotions, for example when we
smell another person, and a regularly connected to memories or experiences. Overall,
humans tend to detect anywhere between 2 and 1000 smells, and quickly adapt to an
individual smell in about less than a minute. Therefore, complex smells are easier to
remember (Kaye '99).

Nasal cavity

Nose
Lips

Mouth cavity

Tongue

Figure 2.16: The chemical system.

The perception of taste is performed via around 10.000 taste buds in the tongue, mouth
cavity and throat. The taste buds can adapt extremely fast to new tastes and are most
active in the temperature range of 22-32 degrees Celsius. Just like with smells, there is
no standard classification of tastes, even though the rough distinction between sweet,
sour, salty, bitter, and unami (savory or meaty flavor, coming from a Japanese
categorization) seems to be somewhat accepted (Goldstein '02).

Hardware interfaces

General system methods

Over the years, a number of different smell devices have been developed. Almost
exclusively, these devices evaporate some kind of smell to arrive to a user via air. Such
devices can make use of un-powered (like a membrane) or heat-induced methods to
evaporate liquids, electrostatic evaporation of gels, or micro-encapsulation of scents
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that can be released mechanically or via heat. One of the basic problems of all these
systems is to time the actual duration of scent, affected by the time to the clean the
scent from a space after it has performed its duty. Another problem is to actually create
an appropriate scent, as pure scent, or a mix (Hamnes '02) (Kaye '04).

Smell gun

A device that can well be used within VR setups is Yanagida’s smell gun (Figure 2.17,
(Yanagida, Kawato et al. '03)). Using a camera to track the user’s eyes to define the
location of the nose, it can direct smells towards a user using a small air cannon. The
device can load multiple kinds of scents from small containers, enabling diverse smell
generation. The amount of scent propelled to a user is limited and as such, duration of
small is short, unless one keeps propelling small air shots towards the user. On the
other hand, due to the limited amount of scent propelled, different smells can follow
each other shortly after each other.

Figure 2.17: Nose-tracked personal olfactory display.
Courtesy of Y. Yanagida

Frequency pulses

In 2003 and 2004, Sony obtained several patents (US patents 6,729,337 and 6,536,440
(USPTO '05)) entitled “Method and system for generating sensory data onto the human
neural cortex.” The patent texts provide a basic explanation on using dual transducers
to project sound patterns using low frequency pulses onto the neural cortex, to
stimulate effects that would (according to external sources) include the generation of
smells in TV sets. Due to the informal reports from different sides (web logs and news
papers) it has to be seen how far this technology goes.

Tasting and drinking simulators

Hardware stimulating taste sensations are very rare. At SIGGRAPH 2003, lwata et al.
(lwata, Moriya et al. '03) showed the food simulator, a biting-force haptic device that
can generate both taste and smell sensations and appropriate audio effects (like the
breaking of a cracker). Chemical sensations of taste are generated using a micro
injector, whereas a vaporizer delivers smells.

Focusing on the “edible”, Maynes-Aminzade introduced two so called Edible User-
Interfaces named BeanCounter and TasteScreen (Maynes-Aminzade '05). BeanCounter
consists of rods filled with jellybeans that can be opened using electronically controlled
valves, thereby dropping jellybeans in a small bucket, to be eaten. Using this system, a



Chapter 2 Human input 43

hardware memory monitoring, as well as a network monitoring application were built that
would release jellybeans when a system would be optimized. TasteScreen makes use of
flavor cartridges mounted on a LCD panel that can drip-wise release transparent fluid over
the screen forming a liquid residue that can simply be licked by the tongue. Both interfaces
seem to be not much more than a good joke, but demonstrate the possibilities of introducing
taste in a user interface.

Finally, an interface foremost focusing on the experience of drinking is the strawlike
user interface (SUIl, Figure 2.18) developed at University of Electro-
Communications in Tokyo (SUI '05). The interface combines sample data of actual
pressure, vibration and sound produced from drinking from a straw and generates
sensations accordingly using a valve and a speaker. Associating the drinking action
with appropriate visual images, a sensation that is somehow related to the sense of taste
is created, though the haptic component of drinking clearly dominates.

Figure 2.18: Drinking interface using a straw simulation.
Courtesy of INAMI laboratory

Application

The application of scents and tastes is rather limited in VR installations. Scent seems to
be predominantly used in public spaces, like malls, to create an interesting atmosphere
via an ambient smell. Only a few installations, like the Gyeongju VR theatre (Park, Ko
et al. '03), have actually used smell in VR productions. Most of the smell applications
seem to come from the art area, such as Plett and Haque’s Scents of Space installation
(Haque '05).

The usage of smell in a VE can have an impact on the sense of presence and immersion.
That is, environments become more vivid and life-like, and, based on personal
observations, people tend to get pulled more into the actions of a VE. Projects like the
Sensory Environment Evaluation project (SEE, (Morie, lyer et al. '03)) also focus on
the usage of smells to create more “emotional” environments, and first tests, like (Dinh,
Walker et al. '99), seem to prove that the addition of smell indeed improves the sense
of presence. Nonetheless, more evaluations need to be performed in order to prove the
validity and application.

Some research indicates that olfactory stimulation can have an effect on human
learning and memory. Washburn (Washburne and Jones '04) states that olfaction could
increase information processing, reduce response times, reduce errors, increase recall,
and enhance physical performance. Hence, olfaction can be coupled to tasks that have a
higher memory load, like wayfinding. Quite related, scents potentially can help in
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training scenarios. Due to the strength of the chemical system to sense danger, training
scenarios can be designed to specifically train users on dealing with smell in hazardous
situations. As such, smell can also be used as wayfinding aid to direct attention. The
previously mentioned test by Dinh et al. not only focused on presence effects, but also
on memory issues. By connecting smells to specific objects in space, users would
associate smells to specific locations and would, therefore, possibly find their way
faster. Smell, like the coffee odor located near to a virtual coffee machine, thereby
become a landmark, a technique especially usable for less experienced navigators
(Thorndyke and Hayes-Roth '82).

The application of taste is both technically and functionally rather difficult. Like with
smell, it can be imagined that taste can enhance the sense of presence, but since we also
do not taste much more than food in daily life, application will probably be extremely
scarce. One of the exceptions is the usage of taste in more playful scenarios. It can be
imagined that taste could be used in kids’ applications, for example to stimulate Kids in
a learning application (as bonus when passed a test) or to train them to recognize tastes.
Taste could also be usable in art installations, possibly in some kind of wild application
(like “eat the painting” to reveal what is behind it). Hence, it can be concluded that the
application of both smell and taste needs to be further researched to understand its
effects.

2.2.5 Vestibular

Perception

The vestibular sense can be best understood as the human balance system. Its structure
(Figure 2.19) is situated behind the ear and consists of the otolith organs and three
semicircular ducts. The otolith organs (the utricule, also called vestibule, and the
saccule) contain small hairs that are stimulated by movement of fluid within the organs,
thereby delivering information on the direction of gravity and linear acceleration. The
three semicircular ducts are placed in three perpendicular planes and, just like the
otolith organs, also contain fluid that can stimulate the hair cells inside. The
semicircular ducts provide information on angular acceleration and deceleration. The
vestibular nerve system consists of seven nerves in the otolith organs and semicircular
ducts and is part of the 8™ nerve, also known as acoustic nerve.

As can be concluded, the otolith organs deal with linear movement, whereas the
semicircular ducts register rotational movement, thereby contributing to the human
sense of balance. The system also provides cues for bodily motion, having both a static
and dynamic function. The otolith system monitors the position of the head in space,
contributing to the control of the human posture. The semicircular ducts track the
rotation of the head in space, affecting the so called vestibular eye movements. These
movements allow people to keep the focus fixed on an object while the head is moving.
All together, the vestibular system affects the control of the eyes, neck, and trunk/limbs
(Goldstein '02). One of the side effects of the vestibular system is its influence on
motion sickness. It is believed that motion (or simulator) sickness is caused by the
mismatch between vision cues and vestibular cues. Methods for avoiding motion
sickness via the contribution of vestibular cues can be found in (Harris, Jenkin et al.
'99).
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Semicircular ducts
Otolith organs

Figure 2.19: The vestibular system.

Hardware interfaces
Hardware interfaces that provide or support the acquisition of vestibular information
can be subdivided in devices that either support natural or artificial movement.

Natural movement support

Devices that support natural motion enable users to move around freely, by monitoring
the user via some kind of tracking system. The range of movement varies between
systems. To support a high amount of freedom for moving around, either wide-area
tracking systems, such as HiBall (Welch, Bishop et al. '99) or other vision-based
methods, are needed.

Figure 2.20: CirculaFloor walking interface.
Courtesy of University of Tsukuba

Artificial movement support

The biggest group of artificial motion support devices is motion platforms, ranging
from simple single person platforms, large motion platforms (as used in flight
simulators), up to specialized devices, such as the Gaitmaster (Iwata '01) or the
CiculaFloor interfaces (Figure 2.20). The latter is a truly innovative interface that
allows for omnidirectional movement on plain level by making use of robotic floor tiles
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that move around, sensing the user’s direction (CirculaFloor '04). Another possibility is
to make use of the wide range of sport devices, like bikes, up to stranger constructions
resembling hang gliders (Soares, Nomura et al. '04). Some of these interfaces provide
only limited motion cues, though. A comprehensive overview of locomotion devices
can be found in (Hollerbach '02).

Figure 2.22: HollandRama installation.
Courtesy of Rexroth Hydraudyne

Though traditionally coming from the field of simulation systems, artificial motion
systems find wide applicability. Especially interesting are those installations in which
motion platforms find their way in completely new application areas. Particularly
interesting is the HollandRama installation, which makes use of a massive motion
platform supporting around 160 people (Figure 2.21) to move museum visitors along a
multitude of real panoramic scenes built in a dome-like building. Though not a mixed
reality system, the system applies interesting unconventional human input methods,
ranging from fine acceleration simulation resembling flying in a balloon, surround
audio and visual perceptual illusions, as can be seen in Figure 2.22 when looking at the
architectural reconstruction (church interior) directly right of the capsule.

A smaller group of devices, with an increasing amount of research, is based on
electrical stimulation of the 8" cranial nerve, through which the vestibular data flow.
Most often, the surface above the mastoid bone, close to the ear, is stimulated. Multiple
devices exist, ranging from the (no longer produced) Motionware device, or the
galvanic stimulation interface like (Harris, Jenkin et al. '00; Maeda, Ando et al. '05), as
shown in Figure 2.22. Another possibility is to make use of a vestibular implant which
works similar to the cochlear implant described in section 2.2.2 (Wall, Merfeld et al.
'02).
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Figure 2.22: Galvanic vestibular stimulation interface.
Courtesy of M. Jenkin

Application

Vestibular stimulation predominantly affects navigation interfaces. They greatly
enhance traveling by moving away from passive movement techniques like pointing,
especially when physical movement or exertion is part of the task. Such tasks include
military training scenarios and sports applications. Nonetheless, reliability of physical
motion devices, like a treadmill, is not very high, and the devices are extremely costly.
On the other hand, wide-area tracking is becoming available at lower prices and seems
reliable, making this technique interesting as long as the physical space moved through
is no limitation.

It has to be stated that the truly vestibular component of natural motion does not
directly affect the quality of motion, but foremost affects wayfinding. Multiple tests
(Chance, Gaunet et al. '98; Klatzky, Loomis et al. '98) have shown positive effects of
real motion on spatial orientation, since important information on depth and direction is
provided.

As a result of the addition of vestibular cues, it can be stated that the sense of presence
may increase, since the actual performance of tasks mimics the real world in a much
better way (Usoh '99) — the inter-sensory conflict between visual movement and bodily
movement can be partially or fully broken, thereby also (as stated before) reducing
motion sickness.

2.3 Human output

Human output primarily refers to actions that are afforded by our joints and muscles
(Figure 2.24 and 2.24). These different actions are response actions to a human input
(stimulus). As can be read in section 2.1, the peripheral nervous system triggers
effectors, via electric signals, that can result in both voluntary (motor) and involuntary
actions.

Most of the human output can be defined as a control task, previously also labeled as
interaction tasks such as manipulation or navigation. These tasks couple the body to
some kind of controller, thereby creating a control-body linkage between the human
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and a computer input device. This control-body linkage can be based on physical
contact or by ways of monitoring.

The control task can be characterized by its accuracy, speed and frequency, degrees of
freedom, direction and duration. Task characteristics directly affect the human output
channel. Some tasks may be performed with only a certain body part, whereas with
other tasks this may be possible via multiple body parts (Figure 2.23). The ability to
perform a task with alternative body parts can lead to control substitution: exchanging
one body output channel with another one, under the premise that the task can be
mapped to both output channels. As can be seen in the next sections, control
substitution has been the basis for a large number of unconventional interfaces. Hence,
a closer look will be taken at the different possibilities of the joints of the human body.
It is of importance, though, that control actions can also be mapped on other human
systems, such as the eyes or brain. These systems, known under the name of biocontrol
or biofeedback systems, allow for the performance of tasks that are not necessarily
based on motor actions.
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The overview of both general muscle-based and biofeedback systems will only handle
some basics. For a more detailed overview of human anthropometric mechanisms, refer
to (Salvendy '97; Goldstein '02). For a general overview of control issues, please refer
to (Bullinger, Kern et al. '97).

An important issue is the separation of different motion types allowed by the
biomechanical system. As can be seen in Figures 2.23 and 2.24, the joints afford three
major kinds of movement: namely gliding and angular movements, rotation, as well as
some special movements. From the perspective of control substitution, Figure 2.23
shows the exchangeability of specific control tasks between different body parts. Some
conclusions can be made when looking at the table:

e Moving an object in a plane is rather easy

e Moving or controlling mounted devices in possibly multiple degrees / planes
can be done by multiple body parts

e Moving a non-mounted object in multiple planes is restricted to just a couple of
body parts

e Fine-grain actions are only possible with the hands, due to the dependency of
many techniques (or devices) on the opposition possibilities of the fingers.

Besides the possibilities of the joints (and thus body parts), the possibilities of the
muscles need to be taken into account when examining a control task. Muscles have
three main characteristics, namely force, velocity, and duration of contraction, building
a bone-muscle relationship that works as a lever system. Some control tasks cannot be
substituted due to muscle limitations, since the load of a task cannot always be
transferred to certain muscles.
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Figure 2.25: Penfield and Rasmussen’s homunculus.
Courtesy of Penfield and Rasmussen

The sensory-motor distribution of the cortex is of importance for the performance for
the different body parts. The mapping of the different body parts to the areas in the
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cortex was pioneered by Penfield and Rasmussen, in a study published in 1950
(Penfield and Rasmussen '50). One of the outcomes is the famous homunculus (Figure
2.25), a strange looking figure that represents the mapping of the body parts to the
cortex. In interaction studies, the map is generally used to show the possible
“precision” with which tasks can be performed: the larger the body part is presented,
the more likely it is that more precise actions are afforded.

In the following sections a similar approach is taken as in section 2.2, by discussing the
psycho-physiological background characteristics (control), technology (hardware
interfaces) and usage (application) of the human output channels.

2.3.1 Head — mouth and throat

Control

The head offers a multitude of output channels, including the mouth and throat, the
eyes, the face, and the head itself. In this section, the mouth and throat are described.
The next section (2.3.2) describes the head and eyes.

The mouth and throat (Figure 2.26) consists of the oral cavity, lips, jaw and chin, teeth,
tongue, and the vocal cords with the related larynx and pharynx. Interestingly, the
mouth and tongue occupy about the same amount of sensory and motor cortex as the
fingers and hand, hence potentially allow for precise interaction (Figure 2.24).

From an HCI perspective, the mouth and throat are mainly used for speech production.
Speech is produced as air is pushed from the longs towards the mouth, being shaped
into patterns of air pressure by actions from the different structures of the vocal tract
(like the tongue, nasal and oral cavities, and teeth) (Goldstein '02). Furthermore, teeth,
jaws, and tongue support biting and licking. It should be stated that the tongue is a
strong muscle and highly flexible. Finally, mouth and throat are used for respiration,
spittle production, and lip-oriented tasks like Kissing, and pressing something (like a
straw) between the lips.

Nasal cavity

Lips

Teeth

Vocal cords
and Larynx

Figure 2.26: The mouth and throat.
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Hardware interfaces

Speech systems

The most common interfaces used with the mouth and throat are definitely speech
systems, consisting of both speech recognition systems, and the more advanced spoken
dialogue systems. A large number of microphone-based speech systems exist, including
IBM ViaVoice, BBN Hark and Speechworks (for an overview, see (McTear '02)), with
rather high recognition rates.

Some new directions in speech systems exist, including the usage of electromyography
(EMG) to detect the speech producing organs, placing detectors on the lip, cheek and
under the jaw (Manabe, Hiraiwa et al. '03). Such systems can be used for “speech-less
recognition”, since one does not actually need to produce hearable speech for the
recognition engine.

Figure 2.27: Pipe interface using wind pressure sensor.
Courtesy of G. Scavone

Respiration sensing

Rather unconventional is the sensing of respiration, to detect blowing behavior like
playing a flute or blowing out a candle. There are several ways to sense breath,
including wind sensors (Hatana, Masui et al. '03), thermal conductors (Makinwa and
Huising '01), the analysis of the speech spectrum (lga '99). Also possible is the sensing
of pressure caused by air, like done by Scapone (Figure 2.27, (Scapone '03)), in Fels et
al’s two-person breath controller Tooka (Fels and Vogt '02), or with Sip ‘n Puff, a
pneumatic switch (Therafin '05). Finally, in the Davies’ famous Osmose application,
breath was detected by measuring the width of the chest (Davies and Harrison '96).

Mouth cavity and tongue sensing

The sensing of mouth cavity and tongue for other purposes than speech has been
performed in different forms. Based on general vision-based up to using ultrasound
scanning methods, several researchers have made applications that made use of the
contour of the tongue (Vogt, McCaig et al. '02), or the shape parameters of the mouth
(Figure 2.28, (Lyons, Haehnel et al. '01)) to control application parameters. A direct
way of controlling an application with the tongue using a tongue-controlled joystick has
been successfully tried by Salem and Zhai (Salem and Zhai '97).
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Figure 2.28: Mouth interface using cavity sensing.
Courtesy of M. Lyons

Chin joysticks

Chin-controlled joysticks, which are generally used as assistive technology, form a well
accepted way for disabled people to control a wheelchair. Mounted on a plate close to
the head, disabled people can rather easily move around the joystick to steer in the
same way as using a hand-controlled joystick. Such joysticks may also hold several
buttons that can be pressed by the chin (Pride '05).

Biting interface

Finally, biting, spitting and kissing have been largely ignored in computer interfaces.
The previously mentioned Food Simulator from lwata (see section 2.2.4) partly deals
with biting, but kissing and spitting interfaces though have not really been tried out yet,
even though simple sensors (like a touch sensor) could be used for these. This may be
due to social or ethical issues.

Application

Even with their long existence (well over 10 years), speech interfaces still seem to be a
bit unconventional, or at least exotic, since they are not often applied. Mostly, they
seem to be used in multimodal interfaces, combined with another modality, like
gestures (Bolt '80; Billinghurst '98). Direct speech input, with a limited vocabulary can
be used for simple commands in a system control interface, but for more complex tasks,
it is generally discarded. Some newer interfaces like the one by Latoschik (Latoschik
'01) add more “intelligence”, by means of semantic models to the interface that may
provide better performing interaction with more complex applications.

The range of head or tongue-controlled joysticks can also be used as a navigation
interface. Navigation may not be as fluid and precise as by hand, even though training
will increase performance (Salem and Zhai '97). Breath-based navigation, as used in
Osmose (Davies and Harrison '96) is necessarily two-dimensional, since breath only has
two parameters: breathing in and out.

Breath can also be used for other linear movement tasks, like selecting an item from a
list, even though this may seem tedious. On the other hand, a pneumatic switch like the
previously mentioned Sip ‘n Puff can be easily used for selection purposes, either in
manipulation or system control tasks. Nonetheless, it can be expected that breath will
most likely continue to be used predominantly in art of music-oriented applications, by
enabling rough interaction for non-demanding tasks or to mimic musical instruments,
like Scavone’s Pipe.
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Finally, as Vogt et al. (Vogt, McCaig et al. '02) and Lyons et al. (Lyons, Haehnel et al.
'01) demonstrated, the mouth and tongue can be used to control any kind of generic
parameter. Probably matched best to expressive tasks like musical control, they can
also be used for other tasks like drawing or text entry in combination with another
modality like the hand (Chan, Lyons et al. '03).

2.3.2 Head - face and eyes

Control

The human eyes are both an input and an output channel. Head and eye based control
can include small gazes from the eye and large gazes from the head. There are several
eye movements: brief eye fixations (about 600ms) connected to ballistic eye
movements (also known as saccadic movements, 400 — 600° per second, within a 1-40°
visual angle) and general eye movements between a range of 15-20° with a duration of
30ms. Head movements can be up to 250° per second, up to smaller arcs of 800-1000°
per second. The head and eye movements are strongly coupled to attention mechanisms.
The face consists of a large number of muscles, thereby allowing a highly diverse play
with the skin. They lead to different facial expressions, used both to illicit emotion and
in social interaction.

Finally, the head allows a wide variety of movements, including multiple kinds of
extensions and rotation (Goldstein '02).

Hardware interfaces

Head tracking

Enabled by a large number of different tracking systems, from magnetic and optical to
hybrid ones, head tracking is a common interface for VEs. A complete overview of
tracking systems can be found in (Bowman, Kruijff et al. '05).

Eye tracking

Multiple techniques exist that allow the tracking of ocular (eye) movement (Richardson
and Spivey in press (a)). Reflective light techniques measure the light reflected by the
pupil or limbus, for example by using infrared light (Figure 2.29). Next to head-
mounted systems, simple video camera based systems also exist that can be placed
away from the user.

Another technique, labeled dual Purkinje image, measures the disparity between
different reflections in the eye. The corneal reflection and the reflection of the rear of
the lens in the eye are measured, adjusting a series of mirrors with servomotors until
the two images are superimposed on electric photoreceptors. Multiple methods based
on contact lenses exist, ranging from contact lenses embedded with small mirrors
(reflection-based technique), to non-optical methods that make use of a contact lenses
that include orthogonal wire coils tracked by a magnetic tracking system.

Finally, several electro-physiological methods exist (Sérnmo and Laguna '05), which
make use of electrodes near the eye. Corneal-retinal potential is registered by
electrooculography (EOG), or full-field electroretinogram (ERG), which measures the
electrical potential generated by the retina during light stimulation. A more detailed
discussion on electro-physiological methods, being part of biopotential interfaces, can be
found in section 2.3.6.
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Figure 2.29: Skalar IRIS IR Light Eye Tracker.
Courtesy of Cambridge Research Systems Ltd

Application

The usage of eye tracking can be found in several application areas. Predominantly, it
has found its way in numerous psychological experiments that investigated the user’s
focus and attention on graphical user interfaces, or the hand-eye coordination issues of
using different input devices (Smith, Ho et al. '00). An extensive overview of
psychological-oriented applications can be found in (Richardson and Spivey in press
(b)). For interaction purposes, eye tracking has been moist often used in assistive
technology applications, aiding disabled people in controlling a computer in a hands-
free manner (Cleveland '94; Istance, Spinner et al. '03). A large group of applications
deal with eye-based typing, also called eye typing, using a virtual keyboard, shown on a
display. By using the eye gaze to control a keyboard, people with motor disabilities can
provide symbolic input to a computer. Coupled to a speech generation system, these
systems can also be used for speechless communication. An overview of different eye
typing systems can be found in (Cogain '05).

Eye typing basically controls a cursor on a two-dimensional plane. Hence, the eye
tracking can theoretically be used for any task in a 3DUI that involves translation in
two dimensions (2D selection task). Such tasks are normally symbolic input, but it can
also be used for system control, for example to select items from a menu or to control a
switch. Generally, cursor-based control tasks are coupled to a zooming technique in
order to increase accuracy (Fono and Vertegaal '05).

Whereas the eye-controlled tasks can be found in several areas, the usage of the head
has predominantly found its way in navigation-oriented tasks. Similar to eye typing, the
head is generally used in combination with assistive technology. Most often, it is used
for wheelchair control, to allow steering through natural environments by ways of head-
joystick coupling. Using the same method, the head can touch a switch like Quantum
Rehabs Switch-it Head switch array (Pride '05) or other mounted device.

Next to using a head-operated joystick, head gaze has been regularly probed in gaze
directed steering techniques. Hereby, generally the orientation from a tracked head
sensor is used to map gaze to direction of flight (Mine '95a). Studies have shown,
though, that pointing outperforms gaze in specific travel tasks (Bowman, Koller et al.
'97). In addition to steering, some manipulation techniques exist that base selection on
the gaze of a user, for example in combination with hand pointing. An example is
Forsberg’s aperture selection technique (Forsberg, Herndon et al. '96).
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Functionally, the mounted joystick can be used for navigation or any other task that can
be mapped to the joystick (two dimensional pointing) in a VE, whereas switches or
buttons can be used for one-dimensional system control. Most likely, control will not
be as fine as with the eyes. The actual effects would require a comparison of head-to-
mounted-control coupling with eye-based control in a formal evaluation though. For a
more detailed overview of eye tracking issues, please refer to (Jacob '95; Wilder '02;
Duchowski '03).

Going on step further, the field of perceptual user interfaces (PUI) explores multimodal
and perceptive capabilities (monitoring a user’s behavior via machine perception and
reasoning) to create more “natural” user interface (Turk and Robertson '00). Eye gaze
can provide focus cues, which can potentially lead to more advanced feedback methods,
error reduction, or to dynamically adapt user interface functionality.

Finally, related to the usage of gaze for behavioral reasons is the tracking of facial
expressions. Primarily used for facial animation, the face can also provide important
information, for example to detect surprise (“why is my computer doing that?”), in
order to deliver adapted feedback. For a complete survey on face recognition
techniques, please refer to Zhao et al. (Zhao, Chellappa et al. '03).

2.3.3 Hand and arm

Control

The hand is the most dominant human output channel and allows one to perform a
tremendous number of tasks, using highly diverse devices. The musculoskeletal

configuration of the hand (Figure 2.30) consists of three bone segments: the wrist
(carpus), the palm (metacarpus), and the fingers (phalanges).

carpus (wrist)

metacarpus (palm)

phalanges (fingers)

Figure 2.30: The hand.

The hand contains three muscle groups, found in the thumb, the little finger, and the
palm. The musculoskeletal system affords numerous movements, including gliding
movements of the wrist, angular movements (abduction, adduction, flexion, extension)
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of the fingers and the wrist, and “pinching” of the fingers via opposition. All together,
the constellation of the hand, wrist, and arm is a lever system and allow for a large
number of control dimensions. Nonetheless, not all the configurations are comfortable.
Based on factors like force, duration and repetition, task performance may be limited
(Marras '97). The hand allows both coarse and fine-motor actions. Depending on the
hand-device coupling and the grip, humans can perform actions using a power grip of
or a precision grip. A power grip is mostly performed by holding a device within the
palm of the hand, whereas the opposition possibilities of the fingers allow fine motor
control when a device, or a part of the device, is held between the fingers. A good
source for the different musculoskeletal effects on the usage of (3D) input devices is
(Zhai, Milgram et al. '96).

The hand can be used for unimanual and bimanual tasks. Depending on hand
preference, one hand (the dominant hand) is more sensitive than the other hand. In
bimanual action, the non-dominant hand forms the frame of reference for the dominant
hand (Guiard '87). In our daily life, the hand is used for a virtually endless number of
different tasks, including grasping and holding, squeezing or bending, pushing and
pulling, gestures and postures, hitting or knocking, and throwing.

Hardware interfaces

General hand-operated devices

Providing a complete overview of all hand-used input devices is hardly possible.
Generally used devices include: mice, keyboards, digitizing tablets, game controllers,
and touch screens. For a large overview of available devices, please refer to Buxton’s
list of input devices (Buxton '05).

Within 3DUIs, interfaces include 3D mice like the Bat (Ware and Jessome '88) or
similar flying mice (like the Spacemouse (3Dconnexion '05)), wireless mice (like the
Bug (Stefani and Rauschenbach '03)), or user-worn 3D mice (like the FingerSleeve
(Zeleznik '02)), multiple kinds of gloves (Defanti '77) (Zimmerman '87) (Kramer '91),
vision-based hand or arm detection (Leibe, Starner et al. '00), pen-and-tablet interfaces
(Poupyrev '98a) (Szalavari and Gervautz '97), and haptic devices (Burdea '96). For
more information, please refer to chapter 4 in (Bowman, Kruijff et al. '05).Mechanical
controls such as push buttons, switches, wheels, and knobs are used as singular control,
or combined to form some kind of device. These devices often are “garage design”-
style devices. For an introduction, please refer to section 3.6.

Mixed devices

There are several more unconventional devices that combine different kinds of hand-
operated devices into a single device. One example is Immersion’s haptic glove
construction, which combines a ground-referenced device (a mechanical desktop haptic
device that resembles the SensAble Technologies Phantom) with a haptic glove
providing body-referenced feedback and human input (see Figure 2.12).

Another example is the Control Action Table (CAT, Figure 2.31). The CAT is a special
kind of construction, in which a pen-tablet device is mounted in something like a
circular tabletop (Hachet '03), demonstrating a high level of integration of different
kinds of interaction technology. Within the tabletop construction, angular sensors and
potentiometers are mounted. The potentiometers do not only sense force, but also
translational movement. Hence, the CAT combines a 2D tablet with a fully 3D (6DOF)
interface metaphor. Even though some rotations and translations may be hard to



Chapter 2 Human output 58

perform, the CAT supports constrained interaction by allowing singular DOF control.
The CAT is now commercially available from Immersion (Immersion '05).

Figure 2.31: Control Action Table.
Courtesy of M. Hachet

Special purpose devices

Numerous special-purpose devices exist that perform a very specific function. The
biggest group of these special-purpose devices is called props (Hinckley '94). Props
are passive real world devices generally used in different kinds of tangible interfaces
(Ishii and Ullmer '97). Examples are Froehlich and Plate’s Cubic Mouse, a coordinate
system prop using rotational and translational rods fit into a box (Froehlich '00) (see
section 4.5), the CavePainting application, using small paint buckets and a brush (Keefe
'01), and Pierce Voodoo dolls technique using real dolls for remote manipulation
actions

Figure 2.32: Bongos controller.
Courtesy of Nintendo

The usage of props is very popular in the games industry, resulting in a large range of
devices that mimic real-world devices. This can be as simple and wide-used as steering
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wheel interfaces to control car games, up to more exotic devices like Nintendo’s
Bongos for the Donkey Kong Jungle Beat game (Figure 2.32, (Nintendo '05)) or Taito’s
Real Puncher, a boxing interface (System16 '05).

Other kinds of special-purpose devices exist that do not necessarily have a real-world
similarity. A good example is ShapeTape, a flexible tape that looks like a ribbon,
consisting of fiber-optic curvature sensors. The device provides bending and twisting
behavior and is used in 3D curve design and system control (Grossman '03).

Combining different controllers in a single input device allows for a wide range of task-
specific devices. An example of an “expressive”, and very task-specific controller is
demonstrated by Merrill’s Adaptive Music Controller (AMC, Figure 2.33, (Merrill
'04)). The AMC combines controllers such as accelerometers, gyros and bend sensors in
a single device to support “free-gestures” for musical control. The AMC thereby
specifically focuses on the association between gesture and sound.

Figure 2.33: Adaptive Musical Controller.
Courtesy of D. Merrill / J. Paradiso

Gesture-based touch interfaces

Related to the usage of gestures and postures, there are several new(er) developments
that make use of projection screens combined with touch sensitive surfaces. Within 2D
projection (Figure 2.33), such screens have been used frequently (Rekimoto and
Matsushita '97; Streitz, Geissler et al. '99), but within VEs, they are rather exotic.

The combination of screen and touch sensitive surface brings forth the possibility of
closely coupling 2D interaction in a VE, even if this still poses several problems (see
chapter 10 in (Bowman, Kruijff et al. '05)). An example of a workbench-like device
with a touch-sensitive surface is Rekimoto’s SmartSkin (Rekimoto '02).

Application

Throughout the years, a huge amount of research has been performed on hand-operated
devices and their task-performance. This research has been predominantly carried out
for desktop applications, but much also applies to 3DUIs. Some of the basic references
are:

e General literature on input devices: devices in desktop applications (Preece '02)
(Shneiderman '98), devices in 3DUIs (Jacob '96), nonconventional devices
(McMillan, Eggelston et al. '97), design space of interaction devices (Card,
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Mackinlay et al. '90), and design issues of spatial input (Hinckley, Pausch et al.
'94)

e Human factors and evaluation of devices used in 3DUIs: general literature on
human factors in VEs (Stanney, Mourant et al. '98), hand-device coupling
(Bullinger, Kern et al. '97), effects of muscles (Zhai, Milgram et al. '96),
perceptual structure (Jacob '92), user performance, and 3D input device design
(Zhai '98a)

The application of hand-operated devices shows a rather diverse image. There seems to
be an off-balanced acceptance rate and resulting “unconventionalism” of some devices:
some devices are highly accepted among a small amount of people, but highly
unconventional for the larger public. An example is the field of haptic devices. Even so,
several interaction-oriented areas can be identified that show unconventional
approaches.

Most hand-oriented manipulation techniques have been accepted over time. Some
directions, though, are still less accepted or developed or even unconventional. Tasks
like delicate (fine) haptic manipulation, for example used for medical applications, are
still quite uncommon, just like complex or more advanced modeling gestures and
postures. Examples include SmartScene (Mapes and Moshell '95), or multimodal
techniques combining gestural interaction and speech recognition (Latoschik '01).
Several techniques take the approach of supporting unreal interaction (so called
“magic” interaction) by mimicking comic character behavior, such as the Go-Go
interaction technique inspired by the Inspector Gadget series (Poupyrev, Billinghurst et
al. '96a).

AL

Figure 2.34: Griffin made with Topobo.
Courtesy of H. Raffle

The field of tangible user interfaces (Ishii and Ullmer '97) keeps coming up with new
interfaces, like those introduced in section 2.2.3, introducing “real” objects in VEs, up
to complete toolkits like Kitamura et al.’s ActiveCube (Kitamura, Itoh et al. '01) or
Raffle et al.’s Topobo (Figure 2.34, (Raffle, Parkes et al. '04)). These toolkits resemble
the LEGO Mindstorms toolkits and can not only be used to make toy-like constructions,
but also to couple dynamic physical actions into VE interactions. For example, the
usage of such toolkits can greatly enhance interaction in molecular visualization
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environments by a possible real-world to virtual relationship between the physical
molecular construction and its virtual representation.

Outside of the usage of hand direction for simple camera movements like the camera-
in-hand technique (Ware and Osborne '90) or pointing, there are not many
unconventional hand-oriented navigation techniques. Some exceptions are the grab-the-
air (or “tug of war”) technique used in SmartScene (Mapes and Moshell '95). Another
one is the gesture-based technique resembling “finger-walking,” which was intended to
be used for control of robots (Sturman, Zeltzer et al. '89).

A field still serving as incentive for unconventional interfaces is two-handed
interaction techniques. Based on earlier research, like from Buxton et al. (Buxton and
Myers '86) (Kabbash, Buxton et al. '94) or Guiard’s framework (Guiard '87), multiple
unconventional interfaces have been created. Interfaces include medical interfaces
using props (Goble, Hinckley et al. '95), Pierce’s two-handed manipulation technique
using a real doll called Voodoo dolls (Pierce, Stearns et al. '99), and two-handed haptic
input based on the Iwata et al’s Spidar system (Murayama, Bougrila et al. '04). Several
studies have shown that asymmetric bimanual techniques, in which the left and right
hand perform different, but dependant actions, can have a significant performance
increase (Hinckley, Pausch et al. '97b; Balakrishnan and Kurtenbach '99b).

Besides general 3DUI tasks, several hand-controlled “special” tasks can be identified.
These tasks include: the performance of sign language by making hand gestures (Fels
'94) and a range of sports / active-movement oriented tasks, like boxing or hitting (see
the previously mentioned Taito real Puncher), or throwing, as performed in the
ImpactTV application. In this application, tracked (sport-related) objects, like a ball,
are thrown at a large TV projection screen (Figure 2.35), functioning as a way of
remote controlling TV channels (based on Mueller’s Impact system (Mueller '02)).
Predominantly focused on hand-based control, a large group of multi-user environments
exist that support cooperative, distributed, and non-distributed interaction. Even
though multiple examples exist that support collaborative interaction, like Studierstube
(Schmalstieg, Fuhrmann et al. '02) or MASSIVE (Greenhalgh and Benford '95), most
environments duplicate single user interaction or simply add a videoconferencing
component and allowing interaction via turn-taking mechanisms.

Figure 2.35: ImpactTV throwing interface.
Courtesy of F. Mueller

Some unconventional cooperative applications exist that demonstrate “dependant”
interaction between two persons. One example is the Hubbold’s collaborative stretcher
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carrying application (Figure 2.36, (Hubbold '02)), which uses multiple haptic devices to
mimic the handles of a stretcher. Another field that may yield new interaction
techniques is co-located interaction in which two persons interact simultaneously, using
the same projection display, but with independent viewpoints (Simon '05).

Figure 2.36: Collaborative stretcher carrying using haptics.
Courtesy of R. Hubbold

2.3.4 Feet and legs

Control
The foot (Figure 2.37) consists of three bone segments: the tarsus (7 bones), the
metatarsus (5 bones), and the phalanges or toes (14 bones).

tarsus (ankle / heel)

metatarsus

phalanges (toes)

Figure 2.37: The foot.

Several muscular structures run over the feet, including the fibrous bands from the
ankle, the dorsal muscle on top of the feet, and multiple layers of plantar muscles under
the feet. The musculoskeletal construction of the feet (ankle and toes) allows several
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movements that partly resemble the movements of the hand: plantar flexion,
dorsiflexion, inversion, eversion, flexion, extension, and gliding (see table in section
2.3). Hence, some tasks performed by the hands could potentially be (through control
substitution) performed by the feet.

Not surprisingly, the leg-wrist musculoskeletal construction is, just like the hand-wrist-arm
construction, a lever system. The main purpose of this system is to support a possible upright
posture and the control of human motion. Besides walking, control-oriented behavior is
predominantly coupled to the feet. Only incidentally, the knee or shinbone is used to push or
hit a control mechanism. Generally, the feet only allow coarse control actions (Bullinger,
Kern et al. '97; Goldstein '02).

Hardware interfaces

Desktop-device mimicking controls

The most basic foot controls are those devices that are more or less enlarged (desktop)
controls. These include: foot-pedals (essentially a large button), large floor mounted
trackballs that can be turned by the feet, and floor mat game controllers like the
wireless Intec Dance Mat controller (Intec '05). Some devices demonstrate hybrid
approaches, combining conventional button-like controls with unconventional input or
output. An example is Mohamed and Fels’ Pedal Panner for musical control, combining
a foot mouse with vibrotactile output (PedalPanner '05).

Pressure-sensing devices

The second group of inputs is pressure-sensing devices. These devices integrate
capacitive sensors to sense simple forces for location tracking (Leikas, Stroémberg et al.
'04). Some devices measure complex force distributions (weight, balance), by using
arrays of sensors. An example is the Emed-x system, with up to 6080 sensors in a
475x320 mm area (Emed-X '05)). Other devices, such as the Z-tiles system (Figure
2.38, (McElligott, Dillon et al. '02)), are essentially floor tiles that can be coupled to
create matrices of tiles, forming a complete floor (Srinivasan, Birchfield et al. '05).

Figure 2.38: Z-tiles floor system.
Courtesy of McElligott et al.

Motion tracking devices
Next to the tracking of location on floors, the determination of motion is performed by
a large number of locomotion interfaces like the omnidirectional treadmill (Darken,
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Cockayne et al. '97) or the Gaitmaster (Ilwata '01), and the rather unconventional
VirtuSphere interface (Figure 2.39). Please refer to (Hollerbach '02) for a general
overview of these devices. Apart from general locomotion devices that focus on
walking, multiple sports devices are being used. Probably the most used sports device
are cycles, such as the one used in the classic Legible City application from Shaw
(Shaw '05), or newer versions using fitness bikes like by Valkkynen (Valkkynen,

Heinil4 et al. '01).

Figure 2.39: VirtuSphere walking interface.
Courtesy of VirtuSphere (VirtuSphere '05)

A device that needs to be handled separately is Rekimoto and Wang’s Sensing
GamePad (Figure 2.40, (Rekimoto and Wang '04)). Within the gamepad, two electrodes
are hidden that can sense static electricity changes that occur when a user lifts her foot
from the floor, thereby changing the capacity “loop” the human has with the ground.

sensing circuit “ electrode

(amplifier, ADC,
microprocessor, USB) (embesided]

electrode 2
(exposed for explanation)

Figure 2.40: Sensing GamePad.
Courtesy of J. Rekimoto
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The change is compared to the neutral electrostatic potential level in order to detect
movement, filtering out specific known noises, such as those caused by clothes rubbing
over each other. The method resembles body capacity methods used for full body
interaction, as handled in section 2.3.5. Though only detecting footsteps and not
complete motion patterns, Rekimoto and Wang imagine interesting applications
possibilities, such as simulating a virtual pedal for system control or sports training.

Biometric behavior tracking
Analysing the complete biometric behavior of the feet is handled by Morris and
Paradiso’s gait sensor system (Figure 2.41, (Morris and Paradiso '02)).

Figure 2.41: Gait sensor system using multiple sensors.
Courtesy of J. Paradiso

Mounted in the sole are several sensors: force sensitive resistors for striding time and
weight distribution of the feet, heel and toe strike sensors, an electric field sensor for
distance above ground measurement, and a bend sensor for sensing the flexing of the
foot sole. Gyroscopes and accelerometers attached to the back of the heel measure
angular velocity and linear acceleration, whereas sonar measures distance between the
feet. Finally, a bend sensor around the heel senses dorsiflexion and plantarflexion of
the ankle. A small circuit board handles the sensor data and transmits via an antenna.
Loosely related to the gait shoe are shoes from Adidas and VectraSense that include
sensors and cushions (inflatable bladders) to dynamically adjust damping in the shoe
during walking. This kind of product shows the potential of embedded computing in
daily life products.

Kicking interfaces

Finally, several interfaces support kicking behavior. The simplest way of supporting
kicking is not by tracking the leg, but rather the object that is kicked around. Examples
are the previously mentioned Impact football system (Mueller '02) or the tracked ball
system from Cairos technologies (Cairos '05).

Application

Obviously, the main action afforded by the feet and legs is movement (locomotion),
whether it be walking, running, or cycling. As such, the feet and legs are generally used
as a physical travel technique, either by walking around freely through a (tracked)
space, by walking in place (Slater, Usoh et al. '95), or by simulating walking, via
devices such as the Gaitmaster. Walking has the advantage of being the most direct
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and natural way of traveling and provides vestibular cues important for wayfinding.
Nonetheless, it often raises technical issues, like the possible need for long cables to
connect to input devices, when wireless connections cannot be established.

Locomotion of a user can be used to perform analyses, like the biometric behavior of
feet, or perform path analysis in wayfinding applications. As such, it can make
wayfinding in buildings more effective, or can be used to effectively design large urban
spaces (SpaceSyntax '05).

Sometimes, systems make use of foot pressure to deduct posture information in order to
determine the (walking) posture of a person (Yin and Pai '03).

Using simple button-like controllers, one can also use feet for selection of items, up to
performing simple system control actions, such as performed by LaViola et al’s
iSlippers (LaViola '04). The iSlippers consist of conductive cloth patches attached to
simple slippers that can generate button events via a modified Logitech Trackman Live
interface. Different button events can be generated by making connections between
different cloth paths, thereby resembling system control using the Fakespace pinch
gloves (Fakespace '05).

Finally, a whole range of foot-controlled exertion applications (or games) exist.
Probably best known is the Dance Dance Revolution application, available for game
consoles, but also regularly played in public in game halls. Tapping on buttons
embedded in a floor mat, expert users can play the game with incredible high pace,
mimicking dance moves (actually directions) seen on a screen.

2.3.5 Body

Control

Full body interaction potentially combines all human body output channels, from head
to feet. As such, it puts together all human output modalities as described in section
2.3.1 up to 2.3.4, added with the body torso. The output may consist of actions of
separate body parts, which may also be coupled into compound tasks, up to actions that
make use of the body as a whole. Hence, all joint movements identified in the
introduction of section 2.3 can be performed. Most of the actions are performed in an
upright pose. Due to the dependency on this pose, many possible actions will overlap
with feet-controlled actions.

Hardware interfaces

Body configuration tracking

The largest group of full-body interfaces detects the body configuration of a user, using
different kinds of techniques. The most widespread and easiest way is to make use of
vision-based techniques to grab the body outline, possibly including the separation of
main body parts. The basic method is well known from Krueger’s Videoplace
application, which delivered the silhouette of the user and included this into an
“artificial reality” (Krueger, Gionfriddo et al. '85).

Nowadays, most techniques make use of shadows from IR-illuminated scenes to detect
so called “blobs,” determining the body shape configuration (Wren, Basu et al. '99)
(Cohen and Lee '02). For a complete survey, please refer to (Gavrila '99).

Next to basic vision-based methods, multiple techniques are available that focus on the
tracking of more precise body configurations. Most of these techniques apply general
tracking techniques (like magnetic (Ascension '05) or optic (MotionAnalysis '05)) to
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detect multiple markers or sensors on the users body. Others, like the Gypsy system
from Animazoo (Animazoo '05), make use of exoskeleton-like methods.

Figure 2.42: ChairlO chair-based interface
Courtesy of IM/VE, Universitat Hamburg

Body supportive constructions

Besides the wide range of body tracking interfaces, specialized devices exist that base
on some sort of body supportive construction. Any object that supports the body can be
made into an interface, such as several chair-based interfaces, including (Tan,
Slivovsky et al. '01) and (Beckhaus, Blom et al. '05). Tan et al’s Sensing Chair (Tan,
Slivovsky et al. '01) makes use of pressure-distribution sensor sheets to detect pressure
distribution for sitting posture recognition. On the other hand, Beckhaus et al’s
ChairlO (Figure 2.42) allows for direct interaction, using the dynamic rotational and
translational axes of the chair’s movement range for intuitive, hands-free travel.

Figure 2.43: DigiWall climbing interface.
Courtesy DigiWall Technology AB

Though, the idea of integrating technology for interactive purposes can by far surpass
general purpose devices. Imaginable is anything which supports the human body in
daily life, from digital floor tiles or walls that react to the human, up to integrating
technology in sports devices that truly focus on full body activities, such as the



Chapter 2 Human output 68

climbing interface from DigiWall (Figure 2.43, (DigiWall '06)), which includes game-
like installations with light and sound. Other more exotic examples make use of
“hanging” constructions, to support the user floating in the air, including several virtual
hang glider constructions (Soares, Nomura et al. '04), Humphrey at Ars Electronica
(ArsElectronica '05) mechatronic installation simulating free flight, or Fels et al’s
Swimming Across the Pacific (Figure 2.44, (Fels, Yohanan et al. '05)).

Figure 2.44: Swimming across the Pacific.
Courtesy of S. Fels

Body capacity sensing

Finally, there are several hardware techniques that make use of the distortion of electric
fields caused by the body capacity of a user. The best known device, based on
capacitive sensing is the Theremin. This device, actually intended as musical
instrument, was developed by Leon Theremin in 1919 and makes use of an antenna to
sense the proximity of a body part. Several interfaces have been developed that make
use of capacitive sensors or a replication of the Theremin principle by using optical
methods like a laser (Hasan, Yu et al. '02). Most of the electric field interfaces are
oriented to musical installations, like the Brain Opera (BrainOpera '04), or the sensing
of gestures for general purposes like navigation (Smith, White et al. '99). Some
research is also performed on using electric fields for interpersonal communication and
information change over so called Personal Area Networks (Zimmerman '96), but
application is still limited.

Application

Full-body interaction can be seen as potentially supporting “unencumbered
interaction,” interacting like we perform tasks in our daily life, not bound to any cables
or devices. Environments based on vision methods indeed may support this kind of
action, but most actions still seem to be bound to devices, especially when higher
precision in task performance is required. Interfaces that truly make use of all human
output channels (when the term “full-body interface” would be taken literally) seem too
complex to currently develop, but may have great potential for the future.

The majority of full-body interfaces focus on supporting navigation through an
environment. Techniques include simply tracking the location of a user via pressure-
based methods or the user’s shadow up to interfaces that track the posture of a user.
Some techniques solely focus on the torso, such as torso-directed steering or leaning,
where the posture itself is analyzed to determine direction (Tollmar, Demirdjian et al.
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'03). Some very specialized techniques like the previously mentioned swimming
interface support navigation via sports oriented techniques (Fels, Yohanan et al. '05).
Such sport oriented navigation techniques have the additional factor of being exertion-
oriented (Mueller '02).

Manipulation techniques that focus on full-body input basically depend on coarse input
and, therefore, only support approximate interaction. Based on contour or shadow
input, these methods mostly focus on rough manipulation of objects. Most methods do
not make use of information of the full-body — often, information from only the upper
part of the body is used. Resembling sports-oriented interfaces, some of these interfaces
are purely exertion-based and thereby largely fun-oriented. The most popular example
is Sony’s EyeToy device, with which a wide diversity of games can be controlled
(EyeToy '05). Some manipulation tasks are used in social interaction scenarios to
communicate with (virtual) characters. An example is Maes et al’s ALIVE system, in
which a user could play around with a dog using body language (Maes, Darell et al.
'96).

Most of the system control interfaces that take the full body of a user into regard are
rather basic. Interfaces such as “tool belts” place menus (virtual tools) at body-oriented
positions, but are not regularly applied. Applications like the EyeToy make use of very
simple desktop-like menu systems, in which user’s body parts overlap with menu items
to perform a selection. It would be rather easy to make use of the user’s body
configuration to issue commands — just think about the famous YMCA song in which
artists formed body configurations resembling letters.

Finally, the usage of full-body output can be used for analytical purposes, in
biomechanical studies. Application fields include anything from the analysis of gait, up
to performing ergonomic studies on human loading boundaries (see (Marras '97)).

2.3.6 Biopotential

Control

Communication between sensors and effectors and the human “processing unit,” the
brain, generally occurs via small electric signals traveling over the nerve system. Such
signals also convey information that can be “decoded” using biomedical signal
processing to provide useful information on the biological systems. This information
can be used to monitor a user’s medical state or to trigger control actions. By using a
biosensor, the decoded information extracted from the electric signals can be used to
perform both voluntary and involuntary actions (see section 2.1).

Control is dependant on feedback from the human input channels. For example, when
an object is grabbed, haptic and visual information is communicated that reports
whether the operation is successful or failed. When humans acquire voluntary control
of the physiological function by means of monitoring the electric signals, this is
referred to as biofeedback or biocontrol. Without any sensory feedback, this kind of
voluntary control does not work — the (bio) control feedback loop is simply different
from the control feedback loop using musculoskeletal-based actions. Figure 2.45
describes how signals from the brain and effectors are used to provide human output,
without using the motor behavior to control a computer input device (compare with
Figure 2.1).

Some biological systems convey information that can hardly be controlled voluntarily.
Such information can communicate a user’s status (for example, stress level) that can
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be used to control parameters in an application. This kind of control is referred to as
involuntary control.
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Figure 2.45: Biofeedback observed from an
information processing point of view.

Electric signals are measured at the surface of the user’s body and are related to the
ionic processes that arise from a specific group of body cells. According to (Sérnmo
and Laguna '05), a cell is encapsulated by a membrane possessing permeable properties.
When a cell is stimulated by a current, the membrane potential changes under effect of
specific ionic substances (like sodium and chloride). The membrane potential generates
a signal referred to as action potential. The ability of excitable cell membranes to
generate action potentials causes a flow in the tissues surrounding the cells. Tissues are
a conductive medium - hence the collective electrical activity of cells can be measured
on the body surface. Different action potentials have different shapes, ranging from
spiked waveforms of a nerve cell up to more extended waveform of a cardiac cell.
However, recorded signals are often masked by noise and interference, possibly from
another body process. Therefore, noise reduction and careful analysis methods are
highly needed, especially when “hidden” action potentials like brain waves are sensed.
Different bio-electrical signals can be sensed, namely those in the brain, heart, muscles
or body temperature. In addition, respiration (breath) is sometimes seen as biofeedback
method, even though sensing does not necessarily include the measurement of electric
signal. Next to obvious voluntary and involuntary actions that often deal with some
kind of motor control, the electric signals can also convey information on psychological
processes like stress or excitement (Wilson, Lambert et al. '99; Wang, Prendinger et al.
'04; Healey and Picard '05).

Hardware interfaces

Biocontrol sensors

The core of the hardware interface is formed by a biosensor. A biosensor is a small
analytical device including a biological or biologically-derived sensing element either
integrated within or associated with a physicochemical transducer. The usual aim of a
biosensor is to produce either discrete or continuous digital electronic signals (Turner
'96). Biomedical signals are acquired by placing two or more biosensors (electrodes) on
the user’s body, or close to the body (QUASAR '05). These electrodes can be connected
to different kinds of hardware, namely stationary hardware using body coupled devices
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or portable biofeedback devices that mimic the stationary versions. Monitoring devices
that are completely external to the user can be applied, but are not widely used.
Different kinds of sensors for registering different kinds of signals can be identified.
Based on the nature of the transducer, biosensors include optical, electrochemical,
electrical, gravimetric (mass), pyroelectric (heat), and piezoelectric (force voltage)
sensors (Guiseppi-Elie '02). These sensors can be used not only for user medical
diagnostics, but can also be used for other purposes, like ecological monitoring or the
control of food and beverages.

Biosensors are not necessarily used to focus on a single psycho-physiological
phenomenon. Most often, different sensors are combined using the same system
platform. The combination of different sensors regularly leads to recognition problems,
since different signals (like EOG and EEG) may disturb each other. The corpus of data
may lead to new insights not possible to measure in uni-modal mode.

A specific piece of hardware deserves special merit, since it may be very practicle to
wearable 3DUIs, namely the SmartShirt from Sensatex (Figure 2.46, (Sensatex '05)).
The SmartShirt has been developed at Georgia Tech under the name of Wearable
Motherboard and records heart rate (EKG), respiration, and body temperature through
an undershirt interweaved with special fibers (WearableMotherboard '05).

Figure 2.46: SmartShirt psycho-physiological monitoring garment.
Courtesy of Georgia Tech / Sensatex

Non-invasive and invasive systems

For usage in 3DUIs, portable biofeedback devices seem to be most appropriate to limit
the amount of cables between user and computer. Both invasive and non-invasive
portable devices exist. The largest group consists of compact, wireless devices
connected to skin-placed sensors (Biocontrol '05; Mohsani, Najafi et al. '05; PowerLab
'05; Toumaz '05). Additionally, some approaches exist that connect a PDA for wearable
biophysical monitoring (g.tec '05). Many of these system are based on telemedicine
principles, focusing on health care and sharing of medical knowledge over a distance
using telecommunication means (Pattichis, Kyriacou et al. '02). Some more recent
examples are the web-based platforms developed by Lau et al. (Lau, Churchill et al.
'02) and Lamberti et al. (Lamberti, Montrucchio et al. '03).
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Different kinds of invasive wireless and tethered biosensor and stimulation systems are
available, most of them have currently only been probed on animals. Similar to other
prostheses, like the cochlear implant, these developments have been made possible by
advancements in micro electro mechanical systems (MEMS) and nanotechnology that
contain a biological component (Vo-Dinh '04). Because of possible infection, costs and
possible pain, wireless systems have become increasingly popular. Systems like those
described by Wise et al’s (Wise, Anderson et al. '04) or Sawan’s (Sawan '04) make use
of arrays of mostly silicon-based probes patched to a telemetry chip. As can be seen in
Figure 2.47, this chip contains a small A/D converter, some control logic and power
management (sometimes including a voltage regulator receiving power via an external
power amplifier), and a transmitter to send the signals to an external receiver unit.
These systems can both read biosignals and provide microstimulation. For more
information on the impact of nanotechnology on implants, please refer to (Fromherz
'03).
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Figure 2.47: Block diagram of wireless implantable micro system.
Adapted from (Wise, Anderson et al. '04)
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Heart beat sensing

One of the most basic measurements is the registration of the heart beat. There are
basically two methods to measure the heart beat, using an electrocardiogram (ECG) or a
blood volume pulse (BVP) sensor.

The ECG detects the electrical energy of the heart by placing electrodes on the chest,
arm or leg. With every beat of the heart, an impulse goes through the heart, which
governs the rhythm and rate in which the ventricular muscle contracts. The same
measurement can also be performed by placing sensors in the heart, which produces a
so called electrogram (EG).

The BVP sensor is a photoelectric sensor that measures the reflection of light off the
skin via a process called photoplethysmography. When the heart contracts, blood is
forced through the vessels. The vessels swell up and, thereby, change the amount of
reflected light detected by the photo sensor.

Body temperature sensing
There are two general sensors for sensing body temperature: thermocouples and
thermistors. A thermocouple makes use of two metal wires that are welded together at
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the end — the wires generate a unique thermoelectric voltage that changes according to
the temperature difference between the two wire ends. A thermistor is a thermally
sensitive resistors consisting of semi-conductive material. This material shows a large
change in resistance in proportion to a small change of temperature. Thereby,
thermistors have a smaller temperature range but are more sensitive (PowerLab '05;
Thermometrics '05).

Next to sensor-based recognition of body temperature, thermography can be applied, by
making use of an infrared-based thermovision camera (also called a Pyrometer). Most
cameras just have a low resolution, delivering a detailed temperature distribution image
of about 76.000 individual measured points (in case of a 320 x 240 resolution).

Galvanic skin response

Loosely related to the measurement of temperature is the analysis of skin conductance
via galvanic skin response (GSR). GSR makes use of chloride electrodes to measure
skin gland activity and pore size. These activities reflect changes in the sympathetic
nervous system and, thereby, provide an insight in the change of emotional state of a
person, like the level of stress (Ark, Dryer et al. '99). An example of a GSR device is
Picard and Scheirer’s Affective Jewelry (Figure 2.48, (Picard and Scheirer '01)).

It should be stated that besides using GSR methods, emotion can also be detected by
vision-based (facial tracking) or voice pattern analysis (Sun, Sebe et al. '04) (Busso,
Deng et al. '04).

Figure 2.48: Affective jewelry: arm-connected GSR device.
Courtesy of MIT MediaLab

Respiration sensing

In order to sense respiration, several methods can be applied. These methods, as have
also been discussed in section 2.3.1, include using wind sensors, thermal conductors,
the analysis of the speech spectrum, the sensing of pressure, and measuring the chest by
using elastic material.

Eye-based control devices

Also described in section 2.3.2, there are several methods to track the user’s eye.
Besides vision-based approaches, there are two approaches that make use of biosensors,
namely those that generate an electroretinogram (ERG) or electrooculugram (EOG).
The ERG is used to analyze the electrical potential of the retina during light simulation
by placing an electrode encapsulated in a contact lens onto the user’s retina. EOG is
used to read the horizontal and vertical movements of the eye. Due to a voltage
difference between cornea and retina, the eye movement generates bioelectric signals.
By placing electrodes close to the eyes (Figure 2.49), these signals can be read. EOG
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and ERG based system include the MonEI2 from Metrovision (Metrovision '05), or the
Cambridge Research Systems Eyesense platform (Cambridge '05).

o

Figure 2.49: EagleEyes EOG-based eye tracking.
Courtesy of Boston College

Electromyography

By using electromyography (EMG), muscle activity can be detected. During muscle
contraction and release, electrical signals are generated by the “firing” of motor
neurons, which can be measured in two ways. The easiest and most direct way is to
place sensors on the skin overlying the muscle (surface EMG) - since the tissue below
the skin forms a conductive medium, one does not necessarily make a connection
directly with the muscles. Furthermore, intramuscular methods are available that insert
needle electrodes through the skin into the muscles to directly detect the biosignals.

Figure 2.50: EMG-based control of an airplane
Courtesy of NASA Ames Research Center

There are several studies that specifically explored EMG for usage in computer
interfaces, including VE studies with the Biomuse platform from Lusted and Knapp
(Lusted and Knapp '96), Jorgensen et al’s study on “joystick control” for flight
simulations (Figure 2.50, (Jorgensen, Wheeler et al. '00)), or the reading of facial
muscles for voiceless speech recognition by Ninjouji et al. (Ninjouji, Manabe et al.
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'03). Many commercial solutions are available, including (Biocontrol '05; DelSys;
Thoughttechnology '05).

Brain-computer interfaces

Finally, there are several invasive and non-invasive methods to track brain activity
generated by the different processing areas in the brain (refer to Goldstein (Goldstein
'02) for more details). The most widespread, non-invasive method is to make use of an
electroencephalogram (EEG).

The EEG makes use of electrodes placed at the skull to detect the electric biosignals
(Figure 2.51). The usage of an EEG to control computer applications is generally
referred to as Brain-Computer Interface (BCI, (Wolpaw, Birbaumer et al. '02)). Next to
the EEG, one can make use of Positron Emission Tomography (PET, measuring
cerebral blood flow), functional Magnetic Resonance Imaging (fMRI, measuring blood
oxygen level), or Magnetoencephalography (MEG, sensing the magnetic signals
generated by brain tissue), but these methods are not widely used for interaction
purposes. Examples of commercially available EEG interfaces are: (Cyberlink '05;
MindPeak '05; Nolan '05). There are also multiple developments at universities, such as
the Cerebus at Medialab Dublin (Lalor, Kelly et al. '04).

startsn5s &

Figure 2.51: Berlin Brain Computer Interface.
Courtesy of K. Mueller

Several invasive brain activity measurement methods are available, fitting under the
general name of electrocorticogram (ECoG). ECoG makes use of electrodes directly
implanted in brain tissue to read brain activity. Till now, these methods have mostly
been used on primates (Serruya, Hatsopoulos et al. '02), but several experiments have
been performed on humans, including Cyberkinetics’ trials with the BrainGate system
(Fofonoff, Martel et al. '02; Cyberkinetics '05) and the brain implants from Dobelle
Institute (Dobelle '00).

Application

The usage of biosensors to control parameters in a VE is highly diverse. Some of the
application areas focus on the usage of biosignals for direct control of an application
(voluntary control), but it is possible to identify a wide range of involuntary actions
too. There are several ways for using biosignal-based manipulation actions in a VE.
The most direct way is to capture muscular potential to mimic actions normally
performed with a physical input device. Thus, by using myography, muscular activity
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can be sensed and mapped directly on movements (Ferguson and Dunlop '02; Trejo,
Wheeler et al. '02). With its origin in the control of prosthetic devices (Guger, Harkam
et al. '99), electrodes can be placed at different parts of the arm to detect motions for
fine (hand muscles) and coarse motor (forearm) actions. Some detailed studies have
focused on the relation between EMG and different kinds of grasps (Ferguson and
Dunlop '02) and the movement of the arm itself (Rask, Gonzalez et al. '99).

Though predominantly developed for navigation purposes, the system developed at
NASA by Jorgensen et al. (Jorgensen, Wheeler et al. '00; Wheeler '03) shows how an
EMG can be used for control purposes too. Sensors are sewn in a fabric, which is
placed around the wrist to sense muscular activity, resembling the Sensitive Skin
construction of Lumelsky et al.(Lumelsky, Shur et al. '01). In the system, the hand
mimics the movement normally performed with the joystick and, as such, the
interpreted signals are being used. In the presented application, NASA showed how a
flight simulator (Boeing 757) can be controlled via an EMG. It can be easily imagined
that using the same principle, objects can be moved through space.

Next to using an EMG, experiments with tapping brain signals have shown to be
successful for very basic tasks. Systems like the Berlin Brain-Computer Interface
(Krepki, Blankertz et al. '03) support 1D and 2D-control tasks like the movement of a
cursor over a screen. A BCI detects the potential related to the movement preparation,
or even the motor imagination, and maps this using a variety of analysis methods to a
control output (Trejo, Wheeler et al. '02; Krepki, Blankertz et al. '03). The basic
principle behind this interface could be mapped to 2D oriented manipulation techniques
used in an immersive 3DUI, like the Pierce image plane interaction techniques (Pierce,
Forsberg et al. '97).

It should be mentioned that two different kinds of BCI’s exist: those dependant on
muscular activity (like gaze, via visual evoked potentials) and those that make use of
oscillatory brain activity (Wolpaw, Birbaumer et al. '02). Either of them is rather easily
recorded using inexpensive equipment and cheap, or even open source, software
(OpenEEG '05). Unfortunately, they deliver a low level of performance: tasks can
currently only be performed at slow speeds.

As can be derived from the previous section, biosignals can also be used for navigation
actions and related studies. EMG-tracked motor behavior mimicking joystick control,
like demonstrated by Jorgensen et al (Jorgensen, Wheeler et al. '00), can be well
mapped to a movement control. Similar to cursor control, EEG data can be used for
simple steering tasks. Even though it is currently only suitable for simple navigation
(steering either left or right), several tests have successfully shown brain-controlled
based on imaginary movement control (Bayliss and Ballard '00; Leeb, Scherer et al.
'04). Next to the performance of travel tasks, EEG can also be used for analyzing brain
activity during navigation (Ekstrom, Caplan et al. '05).

There are several ways of using biosignals for providing symbolic input. A whole range
of mostly EOG-based eye-typing systems exist, in which the user’s gaze is matched to
using a virtual keyboard, including EagleEyes (EagleEyes '05) and EyeWriter (Lileg,
Wiesspeiner et al. '99). These systems are similar to other gaze-directed typing
applications that do not use EOG — see the Cogain website for a complete overview
(Cogain '05). Next to EOG-based input, one can also make use of EMG-based
approaches that track fine motor actions, as described in (Wheeler and Jorgensen '03) to
perform symbolic input.

Being medical monitoring devices, biofeedback hardware has regularly been used for
setting up analysis or supportive-based computer systems, for other than general
monitoring purposes. Examples include life support using EOG-input (Kato, Yamaki et
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al. '02), sleep analysis systems (Bielikova '02; Biosomnia '05), and the treatment of
disorders like attention deficit disorder or epilepsy. For an overview of different
disorders treated via biofeedback methods, please refer to (EEGSpectrum '05). Several
studies also focus on making use of VEs, including the aid of physically disabled
people (Lusted and Knapp '96) or reducing chronic pain (Steffin '05). Furthermore,
several studies have focused on stress, including Healey and Picard’s study on stress
during driving (Healey and Picard '05).

Related to the medical issues, several monitoring approaches have been used to observe
the users mental processes related to attention. The most general approach is to make
use of eye gaze to detect different attention factors like spatial attention, scene
recognition, and memory related issues (Richardson and Spivey in press (b)). Other
tests have used EEG recordings to detect mental load patterns and to adapt applications
accordingly (Wilson, Lambert et al. '99; Chen and Vertegaal '04).

Figure 2.52: User playing the Journey to Wild Devine game.
Courtesy of Wild Divine

As has been discussed in the control part of this section, biosignals can also be used to
detect the emotional state of a user. The state of the user has found its way frequently
into different games. The games actively make use of the biofeedback loop to generate
game content dynamically with respect to the affective state of the player with goals
like excitement or relaxation. However, it is difficult to determine whether the state of
arousal is positive or negative — some players might enjoy stressful games whereas
others do not (Sykes and Brown '03). Also, there are a huge number of emotions
(Morgan and Heise '88), so that the state detected is not always correct. These kinds of
games are generally known as affective games (Gilleade, Dix et al. '05), derived from
the term affective computing (Picard '97). Examples of affective games are Journey to
the Wild Divine (WildDivine '05) and Relax-to-Win (Bersak, McDarby et al. '01).

The Journey to the Wild Divine (Figure 2.52) is a commercially available package with
a console (the “Lightstone”) consisting of a handful of GSR sensors that should be
placed around the finger tips. The game is an adventure specifically focused on solving
small tasks that will possibly help the user to relax or to create excitement (by
challenging the user). Personal observation has shown that the game-mechanisms takes
quite some time to get used to and are not always very effective, but users regularly
seem to be interested or fascinated by the game play style.

Biosignals have regularly been used for musical expressions, using EEG, EMG or BVP
measurements. A range of experiments have been performed by Atau Tanaka, using a
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wireless gestural EMG-based interface (Dubost and Tanaka '02). An experiment called
REGEN (regenerative music) focused on using different biosignals like heart beat,
respiration and brain waves to create musical patterns. Hereby, it was also tried to make
use of collective readings. In the DECONcert, 48 people were monitored
simultaneously to generate a collective soundscape (REGEN '05). Finally, in the
2Hearts system, users wear BVP sensors and hear music that is linked to their
heartbeats, thereby changing in harmony, rhythm, and tone as heart rates change over
time (McCaig and Fels '02).

2.4 Human Behavior

Throughout this chapter, issues have been handled that do not necessarily fit within a
certain input or output channel category, but nevertheless affect the 1/0O channels as a
whole. This section provides a short discourse on some of the higher level factors that
affect the human 1/0 loop.

This section deals with behavioral issues that adapt the way a user performs an action
or that affect the user’s understanding of feedback. These issues generally are identified
when performing a task analysis (Luczak '97). Issues like skill, training, intelligence,
age, and sex of a user define how functionality is designed (Kieras '97). It is necessary
to create a cognitive (mental) model of a user of the system in order to adaptively react
when a user is interacting with a system.

Hence, it is important to take a deeper look at the behavioral aspects of a human being
and its effects on user interaction. Looking from a behaviorist (or also cybernetic
(Wiener '48)) perspective, action sequences are defined by five major components.
Except spiritual processes, all seem to apply to interaction processes (Huitt '03):

e Cognitive: perception, storage, processing and retrieval of information

o Affective: emotional component that affects perception and thoughts before and
after they are processed

e Conative: management of input and output

e Behavioral: output of the user

The model (Figure 2.53) shows that it is important to observe human output as a
process, in which conation binds knowledge and affect. Conation is seen as consisting
of both covert (user defined action) and overt (the controlling of environment
parameters that have an impact on the user’s action) components. Hence, next to the
user herself, the (social) environment, ranging from the direct environment around the
user up to society, needs to be included as parameter when analyzing task performance.
The environment itself can also be defined as regulatory element that can take affect on
a user, without covert actions taking place. For the purpose of separating perception
and memory, perception is seen as separate mechanism beside cognition. Furthermore,
the human capabilities have been added, forming the backbone of the human 1/0O loop
and, as such, also define their action parameters. The model is highly abstracted,
though: for a deeper reflection on behaviorist factors, please refer to (Huitt '99).

The key to providing an “intelligent” user interface does, therefore, not only lie in the
analysis and usage of human capabilities (like skill, intelligence) and how they change
dynamically (including attention and memory activity), but also on the analysis of the
hidden mental state of a user that defines conation. Secondly, for a 3DUI it is important
to take the environmental effects into account, being either the simple natural
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environment parameters or a social structure, like another person in the same (work)
environment. To understand the effects of human behavior on the performance of
actions, perceptual, cognitive, affective, and motor information needs to be captured
and reflected on within the framework of the capabilities of the user. It should be clear
that there is a strong interplay between the different mechanisms and the human
capabilities — the human potential is basically formed by the different properties.
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covert actions | overt actions

Figure 2.53: Abstract human behavior diagram in
relation to human capabilities and interaction.
Adapted and extended from (Huitt '99)

The different parameters can be used at different levels and different combinations.
Developments, like affective environments, can sometimes make use of a single kind of
data, whereas truly adaptive interfaces will require full integration of cognitive,
perceptual, affective, and motor information for a task reasoning architecture. Examples
of architectures that integrate the different kinds of information are Duric et al’s system
that focuses on more general adaptive system mechanisms (Duric, Gray et al. '02) or
Wood’s behavior-based architecture for military command and control (Wood '04).
Other useful areas are the reduction of mental load, especially in safety critical areas or
the true support for habit-based interaction.

Observation of single mechanisms has been probed in multiple test environments and
are already partly handled in the previous sections. They include (Duric, Gray et al.
'02):

e The usage of eye tracking to analyze the user’s attention and focus or cognitive
overload
e The monitoring of different brain areas to sense cognitive activities
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e« The analysis of motor activity in user interaction, like the observation of key
strokes (Gunetti and Picardi '05)

e The usage of facial expressions (Pantic and Rothkrantz '00), speech patterns,
skin responses (GSR) and (voluntary and involuntary) motions (Bobick '97) or
postures to predict the user’s emotional state

The different types of information can be used in direct and indirect ways. They can be
used both as way of monitoring and subsequently changing the internal state of the
interaction mechanism or state of the computational environment, or to make use of the
data to allow the user to control an application. This might be best seen in the field of
affective computing. Here, it can take the form of computer-controlled influencing of
the user’s mental (emotional) state (i.e. human input) for example in ways as being
done in storytelling environments. A hierarchical finite state machine can be made, in
which emotional states with triggers can be traversed, depending on what the user is
feeling. So, if a user is bored, she would receive specific emotional triggers. On the
other hand, affect can be used to control an application directly, like is shown in several
examples of emotional control of virtual characters or toys. Examples include the
sympathetic interface (Johnson, Wilson et al. '99) and SenToy (Paiva, Prada et al. '03)
for avatar control, or the Affective Tigger, an emotionally reactive toy (Kirsch '99).
Looking from system perspective, a field that has been taking care of adaptively
changing interaction by interpretation of the user’s mental state is intelligent user
interfaces (IUl) (TechnologyWatch '05). In the IUI field, much effort is spent on the
effect of decision-making processes on interaction (Stephanidis, Karagiannidis et al.
'97; Jameson, Grossmann-Hutter et al. '01). As one example, it has been shown that
interaction mechanisms can be habit-forming: wusers tend to consciously or
unconsciously perform actions and sub-actions in a specific order (Koritzinsky '89). An
IUI can take over by changing user input dynamically or to present information to a
user in a more direct way. Nonetheless, an IUI often focuses on automation of user
interaction by partly taking over at the command-level. For a 3DUI, this is not always
appropriate, since automation of user interactions is basically the opposite of direct
manipulation, a principle on which most 3DUIs are built upon. Hence, a more complete
model of the user needs to be defined, bringing together multiple research fields.

The effects of the environment on the user’s actions are partly easy to capture. If we
observe the environment as a social structure, the influence of further persons is clearly
definably. For example, sequences of actions can be viewed as the product of different
human 1/0O channels, as is the case in collaborative environments. Furthermore, the
effects of the natural environment on the perception of the whole range of possible
setups in the mixed reality continuum can be clearly observed, although not frequently
made use of. For instance, think about an augmented reality display that analyses the
light conditions of the natural environment, thereby automatically adapting the display
levels (like brightness and contrast) to achieve the best perceptual result for a user.

To conclude, behavioral factors are still an open and not completely understood issue,
which needs to further explored. Some statements can be made, though:

e Manage cognitive capabilities: identify and deal with cognitive issues, such as
overload to avoid decrease of performance, for example by changing
(improving) feedback.
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e Affect may matter: currently still largely unexplored, the emotional state of a
user may provide useful information on the mental condition. It may be used
with the purpose of changing their emotional state as a subjective effect (such
as making computer games more fun), or to see if the emotional state is caused
by cognitive factors, such as overload (like a stressful user) that may be
improved to increase performance.

e Support user-specific behavior: as a result of cognitive and affective factors, a
user may have specific problem solving capabilities (habits) that can be made
use of to improve the effectivity or ease of a user interface

e Do not overlook environmental issues: social (other users) and indirect
environment effects, such as noise or blending lights, can have a clear effect on
the demands of an interface, both on the software and hardware side.

Additional research will hopefully further clarify the different factors and
interdependencies involved.

25 Summary

In this chapter, the human 1/0 system has been described, consisting of a basic psycho-
physiological description of the input and output channels, examples of unconventional
hardware, and new technological directions, coupled to application possibilities and
tendencies. Additionally, a small discourse on higher level interaction principles has
been provided, focusing on behavioral factors affecting the process of interaction.

Dominating sensory systems gain most research attention and are well understood.
Vision and audition make up the majority of perceptual resources and have been / are
far more focused on in research than the other sensory channels. Nonetheless,
unconventional directions such as invasive technology still allow for a wide portfolio of
future research for spatial interfaces.

Haptic research is expanding and rather well understood, whereas smell and taste
interfaces are still far behind and holding many unsolved problems. Interest in
haptics is expanding, with results increasingly finding their way into commercial
products. Smell and taste interfaces are highly complex and only more recently gaining
some attention. Both fields still hold many unsolved research problems, such as the
generation of correct chemical sensation and the separation of different feedback
sensations. All three fields can be regarded as (highly) experimental and bring forth a
range of unconventional interfaces and applications.

Research on vestibular feedback is especially important for navigation. The
vestibular system, sometimes regarded as a sensory system at its own, has a large
impact on navigation techniques. It can provide real-motion cues important for spatial
understanding and supports the reduction of motion sickness.

Hand-oriented output still dominates. Predominantly because of its fine-grain action
possibilities, most actions are still performed with hand-based interaction devices.
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Related to precision, the hand also holds the largest sensory-motor distribution of the
cortex and, therefore, is also well suited to control.

Non hand-based output is often a result of control substitution. Human output based
on another output channel than the hand is often a result from control substitution. In
this process, an action normally performed by the hand is mapped on another body part.
A field that has greatly supported control substitution is assistive technology for the
disabled.

Biopotential interfaces are rather complex, but allow for a wide variety of new
kinds of interfaces. Sometimes also a result of applying control substitution,
biopotential interfaces allow for the performance of basic interaction tasks, and are
especially usable when other control channels are blocked or unavailable because of
disability. Whereas eye-based techniques have a long and successful history, other
techniques such as those based on brain or muscular activities have many open research
issues (including hardware demands or filtering of data) and currently only allow for
the control of very simple actions. Biopotential interfaces change the human interaction
loop because of lacking direct motor behavior, which especially affects feedback
mechanisms, and also lead to currently not well known interaction effects.

Full-body interfaces are hard to achieve. Even though all human I/O channels can be
connected to, a full body interface is hardly possible to achieve. The quality of
interfaces is often low, and wearability is often not guaranteed. Currently, full body
interfaces are mostly concerned with supporting control actions performed by different
body parts in a single interface.

Behavior adapts the way a user performs an action or understands feedback. From
a behaviorist perspective, user behavior is affected by cognitive and affective factors
that are bound by a process called conation (management of input and output).
Conation is seen as consisting of both covert (user defined action) and overt (the
controlling of environment parameters) actions. A better understanding of factors
involved may lead to more “intelligent” interfaces.

Following the discussion on human potential, the next chapter focuses on the design
and development of interfaces, by looking at the idea-finding, design, development, and
evaluation of unconventional interfaces.
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CHAPTER 3
Designing unconventional interfaces

This chapter deals with the design and development of unconventional human input and
output methods. As can be seen in Figure 3.1, the different sections of this chapter are
ordered according to a basic development process. The chapter will start with an
overview of related fields of research, followed by an overview of human potential
analysis factors. Both sections aid the idea-finding process. Subsequently, a short
discourse on a main design method for developing unconventional interfaces is
provided, focusing on sensory and control substitution. Guided by the design
methodology, an overview of interface factors is given that affect the final system
specification, focusing predominantly on interaction flow and feedback. The next stage
is comprised of two sections focusing on development and integration of
unconventional interfaces and dealing with application and transfer factors. Included
are some experimental methods for creating hardware, called garage interface design.
The chapter will be concluded by some pointers on evaluation techniques.
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Figure 3.1: Overview of different sections in chapter 3.

This chapter deals foremost with special factors that are specific to the design of
unconventional techniques. For information on the following topics, it is recommended
that the reader refers to other resources:

e Standard user and task analysis (requirement analysis) methods and
development methodologies. For this purpose, a source like Luczak (Luczak
'97) can be used, as well as general HCI literature.
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e General human-interaction factors, unless specifically applicable to
unconventional interfaces. Such factors can be found in sources like
(Shneiderman '98; Preece '02; Bowman, Kruijff et al. '05).

e Software toolkits in which interaction techniques can be built (Just, Bierbaum et
al. '98; Tramberend '01; Schmalstieg, Fuhrmann et al. '02)

o General usage factors of unconventional interfaces, since they are largely the
same as general mixed reality interfaces. An overview of factors can be found
in chapter 10 of (Bowman, Kruijff et al. '05).

3.1 Related fields of research

There is no single best formula for designing and developing unconventional interfaces.
A huge number of factors may initiate the design of a new interface, like a new piece of
hardware, or the crazy idea of someone drinking a beer in the bar.

To start with, it is recommended to get a better idea on idea finding processes, for
example by looking into specific methodologies such as design research (DRS '06; JDR
'06). Design research is largely based on an idea evolving out of trying to understand
the behavior of specific phenomena. Emerging theories can be formed that can be
further focused on. The theory slightly collides with the design of unconventional
interfaces, since most of the time, it is oriented towards problem-solving: Therefore,
one must be aware of a specific problem. Even though many unconventional interfaces
may address a specific problem, it may not always be the starting point of design. It
often occurs that there may just be an idea, without understanding its exact purpose, or
at most some kind of fuzzy problem. For example, as can be seen in section 3.2, a
specific idea can be formed out of a possibility of a human /O channel, without
knowing its exact purpose.

Taking one step back from problem solving, there seem to be two main approaches that
can be identified that focus on the overall process, namely the artistic or the scientific
approach (chapter 10 in (Bowman, Kruijff et al. '05)). The artistic approach is based on
intuition about users, tasks, or environments and more or less common-sense oriented.
Aesthetics or simply “being different” may fuel the idea of a new interface, whether it
be the adaptation of an old one or the creation of a completely new breed. On the other
hand, the scientific approach is based on formal design, by performing strict user and
task requirement analyses and evaluation. The two design paradigms may seem
competitive, but can also be used complementary — for example, an idea coming out of
some hunch can be worked out formally. However, designing a 3DUI is still rather
difficult. In comparison to desktop environments, basics like formalized guidelines or
extensive toolkits largely fail. Hence, the process of developing an unconventional
3DUI will often be highly experimental up till the stage that the goal is reached — be it
performance (scientific approach) or excitement and beauty in an artistic development.
The starting points, though, of both directions may be the same: they can both be
human-driven or device-driven.

When designing a new, possibly unconventional interface, it is of great importance to
observe related research directions, as provided by Figure 3.2. Looking at other fields
can save time and limits potential failures when designing a new interface.

The most obvious related field of research is of course 3DUIs (Bowman, Kruijff et al.
'05), applied at the full range of mixed reality applications. Partly a subfield of 3DUIs,
many graspable (Fitzmaurice, Ishii et al. '95) and tangible interfaces (Ishii and Ullmer
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'97) have been unconventional interfaces themselves or form a great inspiration for new
interfaces.

There are numerous developments that are based on the initial thought of embedded
computing (Alonso, Blair-Smith et al. '63). Embedded systems generally focus on the
hiding of circuitry in everyday objects. This is already long done in most household
appliances standing around us. One can basically put a sensor or actuator in every kind
of object, in order to sense user input or create output or simply to track its location.
Using the same principle, Weiser (Weiser '91) introduced ubiquitous computing
(overlapping with the field called pervasive computing). He focused on making
multiple computers available in the physical environment around the user, but making
them effectively invisible. This view contrasts with the classical immersive-VR view,
in which people are “encapsulated” in a digital world, but with the many variations of
mixed reality installations. Information placed inside the direct environment of a user
match well to a 3DUI of many current developments. Other directions, like ambient
intelligence (Ambience '05; MITOxygen '05) make use of the same principles, and are
highly sensor-oriented. Fitting inbetween, the field of wearable computing (Mann '96)
makes use of small computers, either handheld or built in everyday objects (like
clothes), and highly affects wearable AR research. Several directions exist that mix
some of the developments mentioned, for example context-aware or embodied
interaction, which combine ubiquitous and tangible interaction (Dourish '01).

Ubiquitous / Pervasive
computing
(Weiser 1991)
Wearable Computing
(Mann 1996)
Ambient Intelligence
(MITOxygen / Ambience)

Embedded Computing
(Alonso 1963)
Perceptual Interfaces

(Turk 2000)
) Graspable / Tangible
Conversational Interfaces | Unconventional Computing
(Allen 1995) _ 3DUIs (Fitzmaurice 1995 / Ishii 1997)
Affective Computing : 3D User Interfaces
(Picard 1997) ' (Bowman 2005)

Enabling / Assistive BioWare
Technologies

Figure 3.2: Related fields of research.
Some developments that apply at a wide variety of Uls can also be used well in

unconventional 3DUIs. Examples include: perceptual interfaces (monitoring a user’s
behavior via machine perception and reasoning, as handled in section 2.3.2. (Turk and
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Robertson '00)) and conversational interfaces (Allen '95). Both directions are based
upon conversational metaphors of communication.

Finally, there are several biophysical or psychological oriented directions that influence
the development of unconventional 3DUls, namely affective computing (see section
2.3.6 and 2.4, (Picard '97)) and the fields of enabling and assistive technologies, that
partly overlap with the field of Cyberware. The term Cyberware is mostly known from
science fiction books and games, and generally (and critically) associated with
“Cyborgs”. This field may seem unscientific, but a large amount of research in
biotechnology, more specifically in biomechatronics, makes this a real-life topic. This
can be seen on the large number of implants in the previous chapters, and specific
examples of “Cyborg” projects. An example is the project performed by Warwick et al.
at the University of Reading (Cyborg '05), in which technology (a micro array tube
sensing nerve fibers) was implemented in a person (Warwick himself) who had no
physical deficiencies.

3.2 Human potential analysis

In this dissertation, the analysis of human potential (the focus of this section) forms the
main starting point to design a new and possibly unconventional technique or device.
This section will start with a small discourse that clarifies the difference between
multisensory and multimodal processing, since some sensory factors can greatly affect
how an interface functions (3.2.1). After this introduction, a discussion will be
presented on the limits and possibilities of human potential (3.2.2), which will be
followed by a model that explains different levels of human potential (3.2.3). Finally,
the last section presents a basic classification of unconventional techniques (3.2.4).

3.2.1 Multisensory versus multimodal processing

One of the keys to developing unconventional interfaces promoted in this dissertation is
the analysis of human potential. Predominantly a human-oriented direction, analyzing
the human input and output channels is a very good basis to get an idea of a potentially
new and useful way of interaction. When doing this, the first important step is to get rid
of the traditional multimodal way of looking at interaction.

When focusing on the combination of multiple sensory modalities, the general
conception of how modalities are handled is the “multimodal” point of view. Found
throughout all general human-computer interface literature like Preece (Preece '02) or
Shneiderman (Shneiderman '98), different modalities are seen as separate modalities.
These modalities can be coupled, but were still to be handled as separate processes
(Shimojo and Shams '01). Even though multimodal interfaces are mostly concerned
with the users’ output to a system (combining more than one output modality), it is
more important to understand that the perceptual (human input) systems are generally
seen as distinct units that do not affect each other.

Multiple studies have indicated that this view is incorrect (Shimojo and Shams '01)
(Pai '03). Multisensory processing, in which sensory modality can affect each another,
is proven to be valid and occurring more often than is regularly believed. The
processing theory builds upon the integration of sensory signals inside of “multimodal
association areas” within the brain. Several of the most common phenomena that
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support the multisensory processing theory are the, so-called, ventriloquist effect
(spatial location of sound and visuals are correlated, like on TV when someone speaks)
or the McGurk effect, in which vision alters speech perception (Pai '03).

The research on multisensory factors still needs to advance in order to fully understand
its importance. Nevertheless, some effects can be identified from the previously
mentioned studies. These effects can be labeled as “cross-modal effects” and have the
following characteristics:

e Cross-modal bias: stimuli from two or more sensory systems can differ and
affect each other leading to modified or even incorrect perception

e Cross-modal enrichment: a stimulus from one sensory system can enhance the
perception of another sensory system

e Cross-modal transfer:  stimulation of one sensory system may trigger
perception in another system

A deeper discussion on these multisensory factors is provided in section 3.3, in which
the issue of sensory and control substitution is handled.

3.2.2 Limits and possibilities of human potential

Before starting the analysis of human potential, a first question to ask is: why do | need
to make a new, possibly unconventional interface? Reasons may range from increasing
the feeling of “usability,” when a technique performs well (or better), to the element of
surprise, when human sensory systems are tickled. A wide variety of unconventional
interfaces can be imagined, with a range of different goals.

When thinking about unconventional techniques from a human potential oriented
direction, a distinction needs to be made between so called “magic” and “natural”
techniques. The two technique categories provide different ways of designing and
developing interaction techniques, but both have the same starting point: human
potential. The main dissimilarity is that magic interaction techniques do not mimic
normal human performance — they enable actions that are impossible through real-
world physics. Designing magic techniques essentially makes use of an algorithm or
device to amplify or “trick out” human potential. A well known example of a magic
interaction technique is the Go-Go interaction technique, which allows a user to select
and manipulate far away objects by stretching the virtual arm to unnatural proportions,
using non-linear mapping of arm movements (Poupyrev, Billinghurst et al. '96a).
Whatever goal intended and independent of either natural or magic directions, before
actually designing a new interface, some questions need to be asked.

e Does one really need an unconventional technique? Unconventional techniques
should not always be used for the sake of unconventionalism or innovation. For
many task situations, the usage of general hand output and visual feedback
works perfectly well. Using alternative hand output or visual input techniques
or techniques that make use of other 1/O channels can make interaction
particularly hard. The type of task or behavior, its function, and the sequence of
activity might not fit the application of an unconventional technique. The
technique might require specific skills of a user and specific hardware that
cannot always be applied. Furthermore, the nature of the task might be
unnecessarily hardened, by increasing the amount of actions or its complexity,
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leading to problems like increased error, or even hazardous usage. So, at the
end, performance counts. Depending on the goal of the application, this may
range from speed and accuracy up to safety or fun and needs to be matched well
to the used technique.

e Which psychological and physiological limits need to be regarded? Consider
the limits of the human potential and to what extent it makes sense to go up to
this limit. This question is a basic task analysis issue, defining which task
characteristics need to be satisfied, and is constrained by human and
environment boundaries. In some cases, unconventional techniques can even go
“beyond” human potential to allow for specific task control. For example, think
about using digital magnifying lenses to allow for detailed visuals in order to
control a very fine-grain task.

e To which level can the human body be extended by devices? The potential of a
human being can be extended through artificial aids. Devices can be used that
basically read human action (normal input devices), but a range of devices exist
that truly expand the abilities of the human being by restoring potential
(implants) or by extending their capabilities to artificial levels. The latter can
also be achieved by implants, or by specific devices like a robot arm that might,
for example, produce a higher force on a natural object than would ever be
possible by a human. Such extensions always have a direct linkage to the actual
human potential. Hence, the psycho-physical limits stated in the previous point
also count, next to other factors ranging from workplace criteria (health
inflicting rules), social, ethical and cultural, up to political issues.

e Does amplification affect other sensory systems? Amplifying human potential
often also has its limits, which is regularly caused by another sensory system
than the one that is amplified. For example, think about the Go-Go interaction
technique. A user cannot endlessly extend the virtual arm to manipulate objects,
since the human visual system will not be able to register changes anymore
when the hand is too far away. Next to psycho-physical limits, the before
mentioned cross-modal effects should be considered, in which the perception of
a sensory system is modified by another system.

Using sensory and motor capabilities to their full extent, or even surpassing them, is
directly related to the core discussion on the “ultimate” goal of Virtual Reality. Going
back to one of the earlier articles defining Virtual Reality and its interfaces, Steuer
explored the dimensions of experiencing Virtual Environments (Steuer '92). Even
though the presented view has changed slightly due to the wider focus on mixed reality,
Steuer explores several issues that are of great importance when investigating interfaces
that make use of the potential of a human being.

Steuer defined the level of experience in a Virtual Environment (level of presence) as
being composed by two components: vividness and interactivity. Steuer described
vividness as:

Vividness means the representational richness of a mediated environment as defined
by its formal features, that is, the way in which an environment presents information
to the senses.
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Vividness is composed of breath (a function of the ability of a communication medium
to present information across the senses) and depth (depth of the sensory information
available in each perceptual channel) and basically refers to applying human input
channels to their full potential. Interactivity is defined by the speed with which a user
can interact with an environment, the range of different kinds of actions, and the
possibilities with which the system can dynamically map the actions to controls.
Whereas both vividness and interactivity are just basic factors that refer to HCI issues,
the combination of both leads to a field of research that by far surpasses the general
field of multimodal interfaces.

Even though vivid and highly interactive techniques (vivid interaction) have been
envisioned from the start of VR developments, most applications are still stuck in the
multimodal corner, focusing predominantly at the combination of visual and auditory
system output and mostly just hand-based input, without haptics. Even though it has
been mentioned over and over again, the simulation of all human input and output
channels at once or at least within a single application has not been reached yet.

The development of vivid interaction techniques comes close to what some researchers
have called a full-body interface (see section 2.3.5 (Tollmar, Demirdjian et al. '03)).
The full body interface predominantly focuses on human motion: how can a user make
use of all body parts to control an application. On a higher level, though, it is much
more interesting to couple the full body interface view with the vividness and
interactivity point of view: to make use of potentially all human input and output
channels at once, simultaneously or in a serial way. Combining the vivid interaction
and full body interface views, several statements can be made that are rather
straightforward. Both directions focus on designing techniques that potentially make
use of the full sensory and motor capabilities of a user. Hereby, the focus is moving
away from traditional multimodal techniques in the direction of multisensory interfaces
that differ at the level of human information processing. During the design of full-body
interfaces, one of the predominant approaches followed is sensory and control
substitution, handled in detail in section 3.3.

3.2.3 Four stage analysis model

When taking a closer look at human potential, four different levels of analysis need to
be taken into account. Following the model from Gopher and Sanders (Luczak '97), task
variables, processing stages, energetical mechanisms (mechanisms that foremost focus
on the effort to plan and perform a task), and cognitive resources can be identified.
Figure 3.3 provides an overview of the different levels and is built upon a similar
information processing viewpoint as introduced in chapter 2. The model provides a
clear separation between processing and energetical mechanisms, important when
developing unconventional techniques. The top stage, evaluation, provides the meta-
level mechanisms grounded in cognitive processing. The interplay between arousal,
effort and activation relate to attention-controlling mechanisms. All together, the model
provides an overview of efficiency of performance oriented at the level of energy that
can be allocated for a task.
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Figure 3.3: Cognitive energetic linear stage model
Adapted and extended from Gopher and Sanders (Luczak '97)

The energetic model can be coupled to the capabilities and, therefore, also limitations,
of a user. Furthermore, it provides a way of interpreting and weighting possible effects
of sensory or motor substitution (section 3.3).

Starting with the analysis of the potential of stimuli, the model provides several
insights into the potential of using different sensory systems. A stimulus can trigger any
of the body receptors and is defined by both the intensity and the quality of information
it can provide. Here lies one of the first keys of human-driven interaction techniques:
which stimulus can deliver which kind of information in which quality? Or, better said,
from which receptor can features be extracted to deduce information to perform a task,
and in which intensity do they need to be provided? Hence, to which extent do device
factors affect the perception? Both the informational quality and the energetic
effectivity can be deduced by comparing different sensory systems that provide similar
amount and quality of information, through substitution methods. The effort needed to
perceive the stimulus and subsequently trigger an appropriate output action can be
investigated, after which conclusions should be made on its suitability. Hereby, sensory
blocking (for example, an auditory channel could be blocked in a loud environment) or
impairment plays an important factor for coming to the correct conclusion. When a
sensory channel is useless in a specific task-user-environment setting, an effort
comparison becomes obsolete.

A further issue is the maximum level of the stimulus intensity, depending again on user,
task and environment, in which the limitations of the user come into play once more.
When the intensity of the stimulus can not be matched by the user’s capabilities in
order to extract the right amount of information, it may be unusable for the task at
hand. Thus, in order to create unconventional output to a user, the information quantity
and quality needs to be matched by the perceptual system, avoiding possible overload
at the cognitive (evaluation) level.
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When analyzing human output, similar factors need to be dealt within the perceptual
side of the model. To create a suitable response and motor action, a user needs to spend
a specific amount of effort. The created motor action is directly affected by the
perceived stimulus and creates a closed action-feedback loop that needs to match the
task at hand. Different output methods, in their dependency to a coupled stimulus, can
be compared to derive a performance oriented model of task performance. Observing
the action-feedback loop from an energetic point of view provides detailed clues on
speed and accuracy and their related cognitive and motor load. These models can be
directly related to performance studies applying Fitts’ Law (Fitts '54).

A second issue that comes into play is the motor system-task compatibility and the
control structure and ergonomic changes when exchanging motor systems to perform a
specific action (control substitution). The model provides a direct view into the effort
needed to perform the task with the specified motor system, including possible speed
and accuracy effects, as mentioned before. Hereby, ergonomic considerations need to
be taken into account in order to reduce physical stress on the user’s body.
Furthermore, a close look needs to be taken at any effects on posture when exchanging
the motor system. When the task is performed using a different body part, as a result of
the changed control-body linkage (labeled *“device effects” in Figure 3.3), the
biomechanical configuration of task performance changes. Thereby, of course the
device coupling is an important one: which kind of movements does the device support
with how much effort? All together, this ultimately feeds back to human potential — to
what extent can the physiological system be used for the task at hand? Such an analysis
goes through a multistage investigation, starting with the anthropometric characteristics
of the human body, through force-related biomechanical values, up to the psycho-
physiological limits of the user. Clearly, regulations and standards affect all levels by
defining rules for specific task-environments, rules that limit psycho-physiological
costs of exchanging motor systems.

A particularly interesting point that can be retrieved from the energetic model is the
variety of ways of stimulating a user and retrieving signals for output purposes.
Looking at the Figure in section 2.2.6, biofeedback mechanisms may trigger and
retrieve information at neural level, or the brain. Clearly, the energetic action-feedback
loop changes by using biofeedback systems, though, the premise of the model still is
valid: how much effort needs to be spent? For example, the usage of a brain-computer
interface may be ergonomically apt, since it puts only little extra force on the
biomechanical system to perform an action by just needing to support the cables
coming from the head. However, it may require great effort at the cognitive level, as
experiments have shown (Krepki, Blankertz et al. '03). Thus, the stages of processing
information change, and specific psycho-physiological limitations become obsolete.
Reflecting on the creation of multisensory interfaces, the cognitive energetic stage
model provides a great aid in analyzing effectiveness of combining techniques by ways
of addition or integration (see section 3.3). This may predominantly occur at the level
of analyzing the perceptual or motor capabilities mentioned before, but there are
several issues that play a role in the more cognitive-oriented levels. One such issue is
decoupling, in which an additional input channel is used that differs from the main
interaction channel, for example to provide feedback. Sharing capacities between
different modalities may increase performance, though in some cases it also leads to a
decrease. One example is the usage of speech, which can be used as an additional input
in multisensory interfaces, like the well-known multimodal interfaces that combine
speech and gestures. Shneiderman (Shneiderman '00) noticed a clear problem with the
usage of speech, especially for more complex actions. Speaking and listening make use
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of the same mental resources as problem solving, consuming precious cognitive
resources. Thus, multisensory does not always lead to a decrease of cognitive load, as
for example claimed in (Rosenfeld, Olsen et al. '01). Nonetheless, the combination of
multiple sensory or motor systems can lead to error reduction and correction, especially
in environments that are troubled by noise (Oviatt and Cohen '00). Not only may the
user retrieve multiple sources of information that can lead to the correct perception of
the world, computer systems are also greatly helped by providing multiple sources of
human output for cross-comparison. This is especially the case for all techniques that
are based on recognition engines. Finally, the perceptual structure of the task at hand
may support flexible and complementary behavior, by letting the user perform the same
task, via different output modalities (Grasso, Ebert et al. '98) (Jacob '92).

3.2.4 Classification

From a control-oriented perspective, most of the unconventional human input and
output techniques can be classified into a small number of categories (Figure 3.4).
These categories provide a starting point for deciding which direction can be taken,
when designing and developing unconventional interfaces, based on user, task, and
environment characteristics for the case at hand.

There are basically three ways of providing human input. The difference between the
different techniques is based on the level in which a stimulus is provided into the
sensory processing mechanism of the human body. Receptors, the nerves, or brain areas
are stimulated, using a variety of non-invasive or invasive methods. All these methods
have been extensively handled in chapter 2 — for more information, please refer to the
section of the appropriate sensory system.

Voluntary — Direct — Body-coupled
control output
Near-body
Bio-physiological
monitoring
Human output Monitoring
Involuntary — Behavior — Body-coupled
control monitoring

External

Bio-physiological
monitoring

Figure 3.4: Unconventional human control technique classification.

On the control side, the classification of techniques is slightly more complex. In the
first stage, one should differentiate between voluntary and involuntary control, mainly
defined by the level of consciousness with which control is performed (section 2.3.6).
Whereas voluntary control is mainly based on the intent of the user to perform a
specific action, involuntary control refers to the body-internal mechanisms of keeping
the human *“alive.” It should be stated that voluntary and involuntary actions are
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sometimes interwoven, as will be explained later. As a result, it can be stated that not
all control actions may clearly fit within the proposed classification.

The most common control action is based on direct output, in which a user makes use
of body-coupled or near-body devices. Most of the unconventional techniques
described in chapter 2 fit into this category. Psycho-physiological monitoring refers to
the breed of techniques that come out of the corner of biocontrol devices, as described
in section 2.2.6., thereby, focusing on activities in the human somatic system. Finally,
monitoring techniques make use of external (ubiquitous) devices like cameras or sensor
networks, to track the body configuration (like posture and gesture) of a user. Though
related to direct input methods, obviously no devices are used to detect the posture or
gesture, even though techniques using direct coupling exist. One example is a data
glove for tracking gestures.

The category of involuntary techniques makes use of similar techniques to those used in
voluntary control, but with another purpose. Behavior monitoring makes use of body-
coupled or external devices to track behavioral aspects of user’s actions, as have been
dealt with in section 2.3. Finally, psycho-physiological monitoring can also be used for
tracking involuntary information, like stress or other emotion, possibly overlapping
with behavior-oriented techniques.

Moreover, there are unconscious, though voluntary actions, which are not fully noticed
by the user, since they are not fully intended like the conscious voluntary actions.
Examples are effects of habits on interaction and moving (“re-posing”) particular body
parts due to the force put on them during longer work sessions. These actions may not
necessary lead to a control action, though may be used to adapt these actions. Through
human factors interpretation methods, these unconscious actions can be interwoven
with involuntary control actions, thereby closing the gap between the two subcategories
monitoring and behavior monitoring.

At the end, what is the control classification good for? Apart from matching user, task,
and environment characteristics, some factors need to be highlighted that can be
derived from looking at the different kinds of techniques. One factor that affects both
voluntary and involuntary control is the role of intent. The interpretation of the user’s
intent is rather hard and gets more difficult when unconscious (involuntary) activities
need to be considered. Thus, before using involuntary control activities, one should
create a clear picture to determine if it is truly useful to employ these techniques, since
there is a large chance of “misbehavior” of the triggered actions by the computer
system, in ways that actions get misinterpreted. The field of neural networks, the basis
for most biocontrol interfaces, may have progressed quite well over the last decades,
but using involuntary control to manage direct or indirect interaction is currently still
an open issue.

The second factor that plays a dominant role in especially involuntary control is
feedback. Without correct feedback, there is no way a user can notice what or how a
computer has reacted to the unconscious data analysis, which may lead to an increasing
amount of mode errors, frustrating the user, when the computer is acting on its own
will. Thus, within the next section, a more detailed look will be taken on feedback
mechanisms.
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3.3 Sensory and control substitution

Returning to the human potential view, the cross-modal effects handled in section 3.2.1
gave a hint of what is probably the most dominant design methodology applied, when
designing unconventional interfaces. This design method is known as sensory
substitution. The method originates in the designing of compensory aids for people with
sensory loss, resulting in so called assistive technology. Examples include the usage of
speech recognition and eye-tracking.

The term “sensory” substitution should be seen in a wider perspective though - in the
case of assistive technology, much work also focuses on the substitution of control
methods for people with physical impairments. Hence, in the further discussions a
distinction between sensory and control substitution will be made. Furthermore,
sensory substitution should not be mistaken for sensory correction or replacement, in
which the sensory modality is quasi-repaired, using artificial implants (Loomis '03).
Thinking again about the cross-modal effects, which different kinds of “substitution”
can be identified? Are all of these methods truly substitution? The answer is “no”:
When examining assistive technology, it becomes clear that a distinction between
methods needs to be made:

e Substitution: one sensory or control channel is functionally replaced by
another channel,

e Addition: a sensory or control channel is added to the task performance loop, in
which the channels are not directly coupled. Addition is a general phenomenon
in multimodal interfaces,

e Integration: a sensory or control channel is added to the task performance loop,
but now the channels are directly coupled and, therefore, affect each other.

Both addition and integration lead to what has previously been called cross-modal
enrichment. However, especially integration can be affected by cross-modal bias, due
to the direct coupling of sensory channels. This process is called multisensory binding
(Spence and Squire '03; Weisenberger and Poling '04) and is defined by spatial
relationship and a “moveable window” of time-relationship of two sensory stimuli
(synchrony). The relationships define how two stimuli are affected by each other, up to
the level of one stimuli dominating over the other one. The time-delay might be as
small as in the case of a slight delay in a TV-signal transmission, in which the sound of
speech is perceived later than the movement of the lips of a speaker are seen, up to the
rather conscious mental coupling of seeing lightning and hearing the strike of thunder
several seconds later.

How does the field of assistive technology relate to the development of unconventional
interfaces, especially for those people without physical impairments?

The answer is quite simple: There are many situations, in which generally used sensory
or control channels might not be used or in which it makes sense to apply multiple
channels. Besides making vivid interfaces, some other reasons of using sensory or
control substitution can be stated. First of all, mental or motor workload can be
reduced. In some cases, a user’s sensory or control channel is blocked or overloaded.
This may occur in applications applying two-handed interaction, in which both hands
are used, and yet another action needs to be performed. Another example is cognitive
overload, in which the brain is unable to process information from a certain sensory
system. In this case, the usage of another sensory or control system to perform the same
action might help. Secondly, there are multiple limitations of VR technology that can be
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overcome. Haptics is one field that has been influenced by sensory substitution. On the
other hand, money or the size of a group also leads to using “other” methods, simply
because standard technologies might not be applicable. Finally, using sensory addition
and integration methods, performance of interaction can be increased. One potential
field of interest is the improvement of techniques that deal with collisions of objects.
Having stated these issues, it also becomes clear that the majority of techniques
presented in chapter 2 can be characterized as applying principles that strongly relate to
sensory substitution, addition, and integration. Hence, the underlying principles are a
powerful way to create new unconventional techniques.

In order to define the need for substitution, addition or integration, a good way is to
reflect once more on the four stage analysis model presented in section 3.2.3. Looking
at this model, some specific questions can be deduced, resulting in additional user and
task analysis issues:

e Performance limits: are there any problems in performing actions, caused by
mental (cognitive load) or physical (motor system overload, inapplicability, or
impairment) limitations that endanger fulfillment of the user’s goals?

In the case of assistive technology, users’ performance limits or complete
inability to perform has lead to new techniques to enable them to perform
actions in another, but suitable way.

e Matching functional characteristics: in case task performance or feedback

actions cannot be provided at the necessary level, up till which extend can it be
taken over completely or eased by adding or replacing it with another human
input or output channel? In addition, how does the functional reallocation affect
the performance of tasks and what is the psycho-physiological “cost” (effort) of
the change?
The stages of processing information with their perceptual and central
processing needs have to be examined and changes identified: through
substitution, addition, and integration, the decision making process is the
foundation of the task performance changes.

e Hardware issues: is the hardware required for functional reallocation applicable
in the work environment, and does it not intrude the user’s intimacy?
Some hardware might not be usable or restrict the user to unwanted levels.
When this is the case, it is required to rethink the functional reallocation.

e Subtask effects: the usage of multisensory techniques can result in rather
complex compound task structures and substructures, which need to be handled
in order to guarantee the flow of action in an application (section 3.4.1). Hence,
any cross-dependencies between (sub)tasks and input and output channels will
need to be handled carefully. Finally, when substitution methods are coupled
with dynamic allocation of functions, by combining old and new methods, the
effects of possibly mixing these techniques need to be defined.

e Feedback requirements: functional reallocation regularly requires the
reallocation of feedback and should be checked with regard to overload on a
user.
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Once this analysis is performed, a closer look can be taken at the actual creation of
substituted input or output channels.

3.3.1 Human input substitution, addition and integration

When developing an unconventional interface, one can follow several ways of choosing
an input channel (Figure 3.5). A rather prominent approach has been to make use of
substitution methods. When dealing with sensory substitution in developing a new kind
of interfaces, the term “substitution” is actually slightly ambiguous. As discussed by
Lenay et al (Lenay, Gapenne et al. '03), when one exchanges ones sensory channel with
another one, one is not simply making a change at the receptor level. The whole
information processing loop is re-ordered: the central nervous system needs to learn a
new mode of perception. The brain has a high level of plasticity to accomplish this
(Shimojo and Shams '01), but some effects need to be noted. A clear example is
substituting visual information for a blind person by using auditory information. The
blind person needs to learn to “see by hearing,” and, thus, needs to create a new
cognitive model of the world (application) she is dealing with. Hence, when exchanging
sensory channels, one needs to deal with the metaphor of communication and the
influences the new sensory channel has on the interpretation of the information itself.
This matching process can be incredibly hard. When changing the information process
needed to interpret the communicated information, user interface designers should take
an increased learning curve into account: users will need time to adapt to the new kind
of information processing. Finally, sensory substitution can also take place within the
same sensory system.

By making use of another combination of receptors, one can substitute information
within a specific sensory channel. The best known example of within-system sensory
substitution is substitution within the somatic and kinesthetic system, which hold a
multitude of receptors that work together at a cognitive level (section 2.1.3.). A good
example to explain some of the effects is the usage of vibrotaction. The usage of
vibrotaction is one of the best known examples of sensory substitution on spatial
interfaces. Born out of the inability to provide haptic output to a user under all
circumstances, one looked at other possibilities to simulate haptic feedback (Massimino
and Sheridan '93; Kontrarinis and Howe '95; Cheng, Kazman et al. '96). Examples of
circumstances in which traditional haptic feedback devices cannot be used, are those
situations in which the user needs a lot of freedom without the restrictions of desk-
bound or body-coupled devices or in which there are too many users to support haptic
feedback on an individual level. Haptic feedback is sensed from cutaneous and
subcutaneous and limb level (skin and muscle sensations), and provides information on
both force and tactile level (section 2.1.3.). By using vibrotactile devices, at least some
of the haptic information can be communicated to a user, mostly the tactile part (force
information is exchanged through vibration). By adding additional sensory channels,
more information can be supplied to the user, who can interpret the combination of
different sources in order to make a decision. Ideally, this decision making process is
similar to the situation in which the user is provided with haptic information. Of course,
this will not work for every situation — in some situations precise force information will
be needed that cannot be simulated by vibrotaction.
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Figure 3.5: Standard versus alternative human input aspects

Current research efforts have shown that separate modalities can affect each other when
integrated. When a user is confronted with concurrent stimuli, these stimuli can alter
the perception of an event due to the plasticity of the brain. One of the studies that laid
the basis for studying this plasticity was performed by Shimojo and Shams (Shimojo
and Shams '01), which has lead to a number of psycho-physiological oriented human-
interface tests. These tests have great validity, when adding or integrating sensory
modalities. It may be that when adding a sensory modality, one is actually integrating
modalities: cross-modal integration is believed to happen more often than previously
been expected. In this section, the most significant results of these tests, with their
effects on human-computer interfaces will be handled.

Most of the studies performed focus on cross-modal bias and transfer and have resulted
in the following observations:

e Vision alters other modalities: already in the 70ies, tests have shown that
vision adapts perception when stimuli of different sensory systems are
combined. Probably the best known example is the McGurk effect, in which
sound alters the speech perception of a speaking person: the sound “ba” tends to
be perceived as “da,” when it is coupled to a lip movement of a person speaking
“ga.” Another example is the ventriloquist effect, which is the direct coupling
of a sound source to a specific visual cue. For example, the sound of speech
always seems to come from a specific person when watching TV, even though
the sound does not exactly come from that direction. An experiment by
Lederman et al (Lederman, Thorne et al. '86) showed that visual feedback can
overrule tactile cues, when observing the spatial density of a texture (also see:
tactility alters vision).

e Sound alters the temporal aspects of vision: Tests have shown that the
perceived rate or duration of a visual stimulus can be affected by related sound
signals. Additionally, visual temporal resolution can be improved or degraded
by sounds, depending on their temporal relationship (Shimojo and Shams '01).
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e Sound alters other aspects of vision: Vision has a higher spatial resolution,
which is why in spatial tasks, it will dominate. On the other hand, sound has a
higher temporal resolution, which is why it will dominate in temporal tasks.
Thereby, sound does not always only has an effect in temporal tasks. Some tests
have shown that sound can alter the perceived visual intensity (Odgaard, Arieh
et al. '04). An example, which shows great application in the area of collision
detection feedback is the test by Sekuler et al (Sekuler, Sekuler et al. '97),
which examined the effect of visual and auditory cues on visually moving
objects. The test (see Figure 3.6) proved that, using an x-shaped trajectory,
users would observe two objects pass each other without any effect when no
extra feedback would be provided. Once a visual flash or sound would be
supplied when the objects would cross, users would perceive the objects as
bouncing off each other.

Figure 3.6: Interpretation of an ambiguous visual motion event.
After Sekuler (Sekuler, Sekuler et al. '97)

e Tactility alters vision: As described above, Sekuler et al showed that sound can
alter visual perception. In addition, Shimojo et al (Shimojo and Shams '01)
proved that the role of the sound can also be taken over by vibrotaction. To
which extent the haptic substitution of collision, by using tactile feedback,
would affect this outcome was not shown. In another experiment, Blake et al
provided indications that tactility can be used to disambiguate visual rotation
information (Blake, Sobel et al. '04). Users could correctly interpret ambiguous
spatial rotational information of a ball (globe), when touching a rotating globe.
Finally, the previously mentioned experiment by Lederman et al (Lederman,
Thorne et al. '86) showed that when users should focus on roughness perception
when observing visual and tactile cues, tactile cues can overrule the visual ones.

e Audio alters tactility: Multiple experiments showed that sound can influence the
perceived roughness of a texture (Weisenberger and Poling '04), but that,
sometimes, the usage of auditory cues needed to be learned by the user. An
example of the alteration was that a higher-frequency sound would result in the
perception of a smoother surface. Yet another direction was shown by Bresciani
et al. (Bresciani, Ernst et al. '04), in which a user was provided with
simultaneous tapping feedback on a finger tip, consisting of tactile feedback
and sound. When in a series of taps the tactile feedback would be left out, such
that the user could only hear the tap, the user would still perceive tactility.
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What can be presumed when looking at sensory enrichment, by adding or integrating
modalities? Basically, one can observe the research outcomes from two directions:
enriching information through disambiguation (Ernst and Banks '02) and biasing
information. By adding a second or third sensory modality, the “correctness” of
information can be increased. This means that, especially in more complex
applications, performance of interaction can potentially be increased, while increasing a
user’s ability to understand the data better.

To apply sensory addition and integration in an application, several approaches have
tried to explain how sensory systems work under specific conditions. Spence et al
(Spence and Squire '03) introduced the theory of multisensory binding, referring to the
synchrony of multiple sensory feedback channels (section 3.3.2). It is believed that the
brain makes use of spatiotemporal concurrences to identify which sensory stimuli are
bound together. Thus, different sensory modalities can refer to the same perceptual
event, when they fit within a close temporal and spatial frame. Clearly, this binding
will become difficult in circumstances, where multiple events either happen in a small
spatial area, or within short timeframes. Synchronization of feedback, thus, is of utmost
importance — an offset can result in unwanted effects.

The second explanation of sensory integration is provided by the modality
appropriateness hypotheses: it suggests that in a particular situation, the modality
which best suits the task will be weighted most heavily (Weisenberger and Poling '04).
But beware: contradicting hypotheses may invalidate this statement. For example,
Shimojo and Shams refer to cross-modal integration in which the modality that carries a
signal that is more discontinuous becomes the modulating modality (Shimojo and
Shams '01).

To conclude, following guidelines for the application of sensory substitution, addition
and integration can be provided:

e Check temporal and spatial aspects of feedback: when combining multiple
sensory modalities, one should create a clear image of the interdependencies in
both time and space in order to match these modalities or to avoid unwanted
biasing.

e Choose the right representation and check possible bindings: as described by
Loomis (Loomis '03), there are different kinds of representations perceived by
the sensory system that need be taken into account. Abstract meaning refers to
information that can be translated from one representation into another one, as
is done in text to speech. Amodal representations describe abstract
representations in the brain that can make use of multiple modalities, as is with
spatial knowledge, but do not necessarily directly integrate these during
perception (hence a case of sensory addition). Thus, using one of the modalities
that is normally being employed can result in similar perception in comparison
to situations in which all the modalities are combined. An example of this
situation is the tactile map for wayfinding (Jacobson '96). Finally, there are
isomorphic representations that integrate multiple modalities during perception
in order to match these forms of information creating an unambiguous result.
After selecting the right form of representation, the kind of binding should be
mapped to the task at hand, seeing if any of the before mentioned biasing may
occur.
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e Analyze sensory bandwidth: when substituting or combining modalities, analyze
the sensory bandwidth (capabilities) of the user that may change over time
during interaction, avoiding sensory or cognitive overload. Furthermore, using a
specific sensory modality may limit general cognitive capabilities, like shown
by Shneiderman — speaking makes use of the same resources as problem solving
(Shneiderman '00).

e Keep interaction loop changes in mind: as handled in section 2.3.6 on
biopotential, by stimulating the nerves or brain, the interaction loop may change
considerably. These changes need to be taken care of when designing the kind
and amount of feedback.

In any case, sensory substitution, addition and integration always require careful
evaluation, since, as can be can be learned from some of the contradicting research
results discussed above, its phenomena are still not completely understood.

3.3.2 Human output substitution, addition and integration

Grounded in the assistive technology mentioned before, human output (control)
substitution has found wide application. Similar things can be stated for control
addition and integration — in many more complex applications, users combine multiple
human output modalities, either serially or in a parallel way. A straightforward example
is the usage of mouse and keyboard (serial) and the usage of a foot-controlled button
and mouse (parallel). Parallel integration should be understood as two actions having a
close to or identical timeframe — the foot-controlled button can be pushed, during
mouse interaction. | can also be used in close relationship in compound tasks, in which
a strong relationship between both device actions exists (the two devices are used to
reach the same goal or perform a single command). The border between control
addition and integration, which shows great resemblance to serial and parallel usage,
may be difficult to separate — many actions can have a highly compound characteristic.

Additionally, control substitution and addition/integration can highly overlap. Think
again about the foot-controlled button: the foot actually substitutes the hand by
performing a button-press action, which is generally performed with the hand, but at
the same time can be used simultaneously with the hand (mouse). Hence, in most cases,
substitution forms the basis for addition or integration.

In order to see if a control can be substituted, a similar approach can be followed, as
performed with sensory substitution: the syntax of a certain human output channel
needs to be mapped to another channel (Figure 3.7). Actions can be matched by
comparing different biomechanical characteristics of the human limbs (see section 2.2),
or by using speech or biocontrol methods. In order to define the possibilities and
limitations of control substitution, three major factors need to be analyzed: the
capabilities of the user, the control-body linkage, and the control task itself.

The capabilities of the user are defined by both the anatomy of a user, and her practice
or training with the different body parts. Different body parts can perform different
kinds of movement (section 2.2), thereby posing specific ergonomic considerations on
using them. A specific action can be performed in different ways by a body part, for
example depending on the pose of the user. Sometimes, the substitution of a control can
result in such a different pose, since otherwise it might not be performed
ergonomically. Furthermore, sometimes control channels are blocked due to
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impairment or work situation (environment variables), limiting the possibilities of
substitution.
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Figure 3.7: Standard versus alternative human output aspects

Different body parts will have different kind of control-body linkages, defined by
device, extremity, grip, and whether dynamic or static coupling is performed. Control
dynamics need to be taken into account, including linear and non-linear mechanical
transfer characteristics of devices. Finally, the substitution possibilities are defined by
the control task itself, which may be focused on issues like accuracy, speed or
frequency, dimensions of usage, direction, and continuity.

The different possibilities of control substitution have been extensively handled in
chapter 2 — all control sections hold examples of ways to perform actions other than by
manual operation. The most common *“pitfall” is actually the effectiveness of a
substituted control. Combining the characteristics mentioned before, effectivity is
defined by performance, endurance issues including stress, and may be limited by
safety regulations. Furthermore, the information processing can change drastically:
when a mechanical control is substituted by a biocontrol method or speech, this may
lead to a decrease in biomechanical energy, but most likely increases the cognitive load
on the user. As such, task performance may become much more ergonomic and
effective from a mechanical perspective, but may tire the user mentally considerably.
There are a large number of studies performed on the usage of different kinds of
controls by the user’s hands and feet (Bullinger, Kern et al. '97), but not so many with
the other extremities or even biocontrol. It is sometimes difficult to see the relationship
between different extremities during control integration. Hence, it is sometimes
difficult to apply control substitution. Nonetheless, some directions have been
investigated to a larger extent. Looking at the control syntax of integrated controls,
much effort has been spent on interfaces that combine speech and gestures. Originating
in Bolt’s seminal work (Bolt '80) “put-that-there,” the interdependencies between hand
and speech-based output are rather well understood. Such interfaces have been used to
provide a possibly more natural kind of interaction, but also to disambiguate human
output.
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Another area that received a considerable amount of interest is the field of two-handed
interaction. While at first sight this may not be clearly recognizable a case of control
addition, a two-handed interface basically combines two similar control modalities in a
single human output method. Thereby, clear interdependencies can be stated between
the two hands, defining its control syntax. The basis of most two-handed interfaces is
Guiard’s framework for bimanual manipulation (Guiard '87). Guiard identified three
different kinds of manual actions: unimanual, bimanual symmetric (synchronously or
asynchronously), and bimanual asymmetric. An example of a symmetric action is the
scaling of an object by moving the hands apart at a similar rate. Hinckley’s dolls
interface (Hinckley '94) is a good example of asymmetric action, due to the different
actions the left and right hand undertake. Focusing on asymmetric behavior, Guiard
provided three principles:

e« The non-dominant hand dynamically adjusts the spatial frame of reference for
the actions of the dominant hand

e The dominant hand produces fine-grain precision movements, whereas the non-
dominant hand predominantly is used to perform coarse actions

e Looking at the syntax of performance, the non-dominant hand initiates the
manipulation action

All together, control substitution to create an unconventional interface is bound to the
same rules as developing general “real-world” controls, such as a telephone or a coffee
machine. Controls need to be coded and afford its functionality, and if this is not
possible, the user should be informed in an alternative way, how to reach the
functionality. Controls can be grouped to create provide a clearer overview or to
support a specific order or relationship in processing a control action in a serial or
parallel way. Controls should be accessible in relation to the used pose of the user,
thereby taking ergonomic considerations into account. Finally, one thing that should be
kept in mind is the usage of constraints. Well over a decade ago, Norman introduced
the importance of constraining actions (Norman '90), but there are many possibilities
that supersede traditional constraints. One such possibility is the usage of dynamical
constraints, for example by using filtering of device output.

A final point that needs to be considered is the interdependency between sensory and
motor systems during substitution. Changing a control will regularly result in a change
of feedback too. The user-maintained feedback will change when a different extremity
is being used, quite simply because the kinesthetic feedback will change. Furthermore,
by exchanging modalities, different kinds of feedback might be needed to communicate
the mode of action. For example, using a hand-based interface, showing a simple
pointer might be useful to inform a user where she is pointing, whereas during full-
body interface this is not possible.

In addition, the effect can work vice-versa: the substitution of a sensory channel can
result in the needed change of a control channel. This will, for example, occur when
visual output is exchanged with a non-visual output method. Many human output
methods are based upon direction manipulation metaphors, where there is a close match
between visual input and human output — when the visual input cannot be used, these
methods cannot be used or need to be used in a different way.
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3.4 Interaction flow and feedback

The usage of unconventional interaction techniques may cause distinct effects on the
user’s output structure, also know as the interaction flow. Differences to interaction
loops of more traditional systems can occur that need to be dealt with. This section
introduces the main factors involved in flow of action and takes a specific look at
feedback mechanisms.

3.4.1 Flow of action

Once the new technique has been defined, a further step should be taken to define how
the technique should be used within the application, identifying the interaction flow of
the user. This interaction flow is often referred to as the “flow of action”. Flow of
action is a key issue in more complex spatial interaction environments, especially those
that mix multiple devices for 1/0 purposes (Kruijff, Conrad et al. '03). Flow of action
refers foremost to the structure of a user’s output to a system, but the whole action-
feedback loop is affected. Thus, flow of action is grounded in the information
processing loop of a user.

The key issue in flow of action is the composite nature of tasks. Basically all tasks
performed in a VE are built up of subtasks that are held together via a compound
structure. This compound structure is the basis of the problem solving activity of a user
and, thereby, directly affect operational effectivity (performance), including attention
factors and issues, such as ease of use and cognitive load. One approach, which has
found applicability in especially 2D interfaces, is Buxton’s chunking and phrasing
theory (Buxton '86), in which the compound structure is observed pragmatically as a
dialogue consisting of small chunks that make up a phrase through human-computer
interaction. Buxton came up with multiple subtasks, like selection, position,
orientation, and specifying a path. These tasks can easily be compared to the universal
interaction tasks identified in section 1.2: the close integration of selection and
manipulation tasks is just one example of compound task structures in a VE. Whereas
Buxton puts large value in the pressing of a button to combine different subtasks in a
macro-level task, interaction in a VE is slightly more complex than that, especially
when multisensory interaction comes into play.

One thing discussed by Buxton was the usage of gestures, in which different subtasks
are combined in a continuous way. This statement is a crucial one when compared to
spatial interaction, since most of the interaction in a VE is of a continuous nature
(Doherty and Massink '99). The continuous characteristic of VE actions can ease the
flow of action, since mode errors are noticed directly when the continuous stream is
broken down, but some factors come into play that make flow of action a highly
difficult issue. One of the more general problems noticed is the still under-developed
level of many system control techniques. System control overload is a general problem
in many VE applications, in which too much time is spent on issuing commands. In
order to combine different subtasks, it is not always possible to both invoke and
perform a task in one single action, like it is when using gestures or speech. System
control actions regularly need to be performed that truly break apart the continuous
nature of flow of action, due to their in-effectivity and poor (metaphoric) integration
with other techniques. Some techniques, like those based on context sensitivity, seem to
solve these problems better than those that make use of completely “externalized”
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methods, like menus or even PDA’s. Nonetheless, sometimes these methods are the
only way to deal with more complex applications.

Especially when multisensory interaction comes into play, flow of action becomes
complex. Due to the additional sensory and/or motor channels, the structure becomes
multi-layered. Not only does the user need to change between different subtasks, but
also between different input or output modalities. To sustain continuity in the flow of
action, several issues need to be regarded in order to avoid mode errors, increasing ease
of use and performance. The most important factors are as follow:

e Cross-modal task performance: when the user is allowed to use multiple
modalities to issue a command, dynamical allocation of functions needs to be
carefully investigated. The dependencies between tasks need to be analyzed in
order to guarantee that related subtasks can be performed using the same
modality or by a well-performing integration of several modalities. Hereby,
small so called repeating interaction loops (Kruijff, Conrad et al. '03) need to be
handled with: often, actions like minimal navigation are thrown in between
larger subtasks. These small loops need to be supported in such a way that these
loops do not disturb the performance of the larger subtasks. The trade-off of
using a specific modality of device to perform such a smaller interaction needs
to be regarded. Sometimes, the used modality used for the main subtasks may
not support the small loop in the best possible way, though changing between
modalities or devices may pose a much larger problem on the total performance
of the compound tasks. Hence, switching should be avoided. One of the
successful cross-modal task performance examples is the usage of combined
gesture and speech actions (Bolt '80).

e Cross-modal feedback: when dealing with multisensory interfaces, one should
always be sure that the user is able to register the feedback in a clear way.
When multiple human 1/0 channels are used, it is best to make use of at least
one unique sensory channel to communicate a basic amount of feedback to the
user, to avoid mode errors. When feedback is scattered over multiple sensory
channels in an incongruent way, the user will most likely get confused, unless
the sensory information is coupled. That is, feedback can be enriched by adding
another sensory channel, but replacement during the flow of action in a single
compound task is not recommended. Under all circumstances, feedback needs to
be compatible between sensory modalities, to communicate the same symbolic
information throughout all modalities to the user. One of the most simplistic
feedback methods in multisensory installations is to maintain a visual element
in the corner of a display that communicates the current state of the user.

e Cognitive overload: sensory or motor overload can easily happen when a user is
confronted with a large amount of information. For example, this may occur in
large cylindrical displays when information is registered in the peripheral field
of vision but not used actively; The user is not able to obtain an overview of all
information at once and needs to turn her head continuously to get a clear
picture. With complex data sets, this may put a high cognitive load on the user.
When additional cognitive resources need to be used for further sensory or
motor actions, it can cause considerable disturbances in the flow of action of an
application. Hence, focus of attention in both the sensory and motor channels
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needs to be handled carefully. Furthermore, sensory information needs to be
“tuned” in order to create a coherent information stream to the user.

There are multiple methods for investigating the flow of action inside an application.
Cheap usability testing, for example by carefully observing a user, can already bring
many problems to light. In more complex applications, though, it makes sense to log a
user’s actions during interaction, investigating the amount of time spent on different
subtasks. When the timing is co-related to attention and cognitive load factors, pitfalls
in the flow of action can be found.

3.4.2 Feedback mechanisms

As noted in the previous section, feedback is of utmost importance when dealing with
the structure of information in an interaction loop. Every user interface needs
appropriate feedback mechanisms to inform the user on the current state of the system.
In so doing, feedback can be viewed from either a human or device-oriented view, that
is they focus either on the sensory channels of a user or on the system (Bowman,
Kruijff et al. '05).

From a human point of view, feedback can be categorized according to the human input
dimensions, which reflect the different sensory channels. Just like any other human
input technique, feedback can be uni-modal or multi-modal, possibly applying sensory
substitution, addition or integration methods. Hereby, it is important to mark if the
feedback mechanisms work in parallel or serial order, in order to define the
consequences of cross-modal effects.

From a device or systems oriented point of view, three different kinds of feedback can
be identified: reactive, instrumental, and operational feedback (Smith and Smith '87).
Reactive feedback is user-maintained, self-generated feedback that results from
operating the user interface. Instrumental feedback is generated by the control tools and
elements, such as the vibration of a pen when a button is clicked. Operational feedback
is the information received from the system as a result of the user’s actions. The
difference between these types of feedback can not always be made, but some useful
considerations can be formed by focusing on the different kinds, separately or viewed
as a whole.

A first, interesting remark can be made concerning self-maintained feedback. Initial
studies, among others focused on the value of a button press, like the previously
mentioned study of Buxton (Buxton '86) on the effects of continuous input for gluing
different subtasks together. With the advent of full-body interfaces, there is a multitude
of self-maintained feedback in comparison to the finger-oriented feedback in desktop
interfaces. Users may receive a considerable amount of information that can be useful
for spatial interaction. One of the first studies, which more or less played around with
proprioception effects was performed by Mine (Mine, Brooks et al. '97a). This study
has been (mis)used by multiple studies afterwards, when dealing with more or less
physical-oriented interfaces, such as those using tangibility. Nonetheless, the power of
self-maintained feedback, which can actually cover all combined sensory information
maintained by the user’s body, can provide useful insights in the state of the
interaction.

Related to self-maintained feedback is what has been labeled passive feedback, in
which props are being used to manipulate the virtual world. One of the first examples
by Hinckley (Hinckley '94) has inspired many researchers, showing how instrumental
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feedback can be made available, based on the user quasi maintaining feedback herself
by holding the object.

The second issue, which needs to be dealt with, is spatial and temporal compliance, in
order to avoid the displacement of feedback. Feedback compliance is an important issue
in multisensory interfaces: cross-modal feedback should comply between the sensory
modalities used. Feedback should not conflict between sensory modalities, which
would result in the degradation of performance (Smith and Smith '87). This becomes
increasingly important when modalities are switched during interaction. The quality
and metaphor of feedback should be maintained, either by using multisensory feedback,
or by using a singular feedback channel that consistently provides the user with
feedback, even during the switch between modalities. It may seem obvious to make use
of the visual channel to sustain feedback and guarantee compliance — the visual channel
is generally regarded as dominant sensory channel. Nonetheless, this is not always the
case (section 3.3.1). Visual feedback can be overruled by another sensory channel
(Shimojo and Shams '01), and there can be a competition for visual attention (Sellen,
Kurtenbach et al. '92). This competition will become increasingly difficult to deal with,
when feedback is not context sensitive. When the user will need to perform smaller or
larger visual movement arcs to obtain correct feedback, this may decrease performance
to a larger extend. Nonetheless, with more complex channels, this may be needed in
order to provide the full spectrum of feedback (Kruijff, Conrad et al. '03). Furthermore,
inter-sensory conflicts may occur that will create unwanted mental or even health
effects. An example is cyber sickness, which is thought to be caused by the sensory
conflict between visual, vestibular, and proprioceptive information (LaViola '00a).

Two special kinds of feedback should be handled separately: ambient feedback and
“extreme” feedback. Ambient feedback is feedback that can be used in monitoring
systems that provide peripheral feedback to a user. One example is a change of color in
the light of a room to indicate that the temperature of the room has been changed, after
the user has entered the room after a day’s work. However, there are many more of
these kinds of feedback that still need to be explored (Ambience '05; MITOxygen '05).
On the other hand, extreme feedback is a rather uncommon way of providing
information to a user. Under certain circumstances, users might be overloaded with
sensory information or be loosing attention, which may call for high capacity kinds of
feedback. An example is the usage of extremely bright or colorful feedback methods to
trigger the user when she is visually overloaded. Another example is the usage of small
electroshocks in a car-interface, resolving safety issues when the driver would fall
asleep.

The bottom line of feedback is rather simple: users should have a clear idea of the
current state of the system, and to achieve this, not too much of their cognitive
capacities should be used for that purpose — clearly, evaluation of an application is
needed to find this out.

3.5 Application and transfer issues

When developing unconventional interfaces, some issues need to be regarded that affect
the actual integration in applications. This integration often is a case of porting the
research results from a rather experimental environment, to a real-world application.
This section focuses on some of the more prominent factors involved, thereby giving a
closer look at social and ethical issues that often affect the usage of unconventional
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interfaces. Some of the issues listed below may result in a new development process
loop. Hence, they also could be taken into regard when doing a user and task analysis.

e Short-time innovation transfers, but long-term macro changes: firms like Sony
are showing that highly innovative technological components can find their way
into products in a relatively short time. However, most of these innovations can
often not be directly seen — they happen at micro level. At a macro level, drastic
changes need to be made to general-purpose products, which need a longer
time. Think about a Moloch like Microsoft, still dominating the desktop market:
the company basically makes products that need to “serve all” from kid to
granny, thereby slowing down possible more radical changes. The reason for
this is quite simple: these products need to stay accessible for all users, and not
all unconventional technology is suitable in that respect.

e The need for evaluation: many unconventional techniques are still in the cradle
of their development, and will need considerable evaluation before they can hit
the market. This also partly explains the previous point: small developments can
make a faster market entry than those that require larger changes.

e Integration in work processes: unconventional techniques often require changes
in work processes, due to the difference in performance. This provides
difficulties especially in more complex work environments: for example,
integrating new technology in the development process of an airplane takes up
to 10 years. This point partly overlaps with the previously mentioned issue on
macro level changes.

e Understanding applicability: with some of the currently available
unconventional technology, it is not clear for which purposes they can be
applied. This is particularly true for assistive technology. They may be great for
supporting disabled people, but may vyield little use for the general user.
Furthermore, there have been many gadgets that hit the market fast, but are
simply useless. It seems that not all inventions are made to be applied.

e Law limitations: unconventional technologies do not always comply with rules,
or may need special permits. A clear case is the usage of implants, but there are
other directions (including pseudo-haptics) that regularly run into limitations of
what is allowed. An example of these limitations are the rules written down in
ISO standards on work conditions.

e Social acceptance: as will be further handled in section 3.5, social acceptance
highly affects unconventional technology. Factors include cultural background
and age.

e Conservatism versus experimentalism: relating to the first point on macro
changes, conservatism is still a point to consider. Especially with desktop
systems, many users stay with what has been usable and known for a long time.
New technology may not persuade them to change their habits. On the other
hand, one can see a highly “experimental-friendly” community in young users,
especially those that use game consoles. Hence, young users (literately the
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future users) will probably discard some of the conservatism that is applicable
to current technology.

e Interactive versus general usage products: the pace of technological inventions
is especially fast for general purpose products like display systems or mobile
phones, but less for highly interactive technology. One example that stands out
is the Sony EyeToy, a truly innovative interactive medium that has hit the mass
market and has stayed there for a longer time.

e Media integration: there is currently a huge trend in the direction of integrative
media, ranging from mobile phones with a camera and PDA up to so called
MediaCenters that integrate desktop computer with video recorder, home
cinema system, and internet capabilities. Integration of these media will require
new interaction methods, mixing different kinds of input media — the market for
truly hybrid devices is still open.

e Interdisciplinary, multi-directional media transfer: one can see multiple areas
in which general technology is being coupled with (new) information
technology in an interdisciplinary way. One such field is the medical area. The
same is true in the opposite direction, where medical technology is finding its
way to information technology.

It is not always easy to tell in which fields unconventional interfaces will be applied.
One of the more straightforward usages is the application of assistive technology,
which will certainly further find its way into the medical treatment and enabling
technologies area for disabled people. The usage of techniques that have originated in
the assistive technology sector will also be further investigated in other areas, whether
it is in exploratory areas like arts, or in playful areas like games. Porting assistive
technology to the desktop is not always easy — what may work well for disabled people
may not work at all for a general user, even if the method shows great promise. One
example of a technique that has found good applicability as an assistive input method is
speech recognition. While it is well used by those who are unable to type, it has never
really found its way into the desktop MR areas, even with the huge efforts through
research and industry. It may still be due to performance issues of speech, but it may
also well be the characteristics of the medium that make it hard to apply.

Originating in assistive technology, the area of man-interface integration (cybernetics)
still sounds like science fiction. Investigating this area is often regarded as non-
scientific, but true advancements have already been shown. What will certainly come
by ways of assistive technology is a larger diversity of implants. The current usage of
ear implants already shows the success of this direction. Such implants will not always
work as assistive input method, but may well be used by “free will.” Thereby,
embedded computing will be given a whole new meaning, but it is currently hard to say
in which direction it goes. Warwick et al (Warwick, Gasson et al. '03) have
experimented with invasive implants for interface purposes, but this is only one of the
very few (known) examples. One imaginary direction may be the usage of user-
embedded tracking methods in which the coordinates of a user’s body parts are always
known and can be transmitted for multiple purposes. The user’s complete body will
become an interface, without actually attaching any devices. Another, more likely,
technique would be the embedding of medical monitoring devices to allow remote
monitoring of patients, supporting a high level of mobility.
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A field which has literally been a playground for unconventional techniques is the
entertainment area. Ranging from current game console input methods like the EyeToy
up to professional entertainment technology, as developed by Disney Imagineering,
unconventional media have quickly found ways to excite or surprise users. It is also the
games industry which may force the largest changes in the way we interact with a
computer. Due to large market share, this industry branch has already shown how to
change the graphics board market, and, due to competition, it may well further advance
the interaction area too.

Relating to both the previously mentioned media integration issue and the application
of entertainment is the area of mobile and ubiquitous computing. Whereas we already
see the integration of multiple devices into a single one (mobile phone), more and more
work is being performed to further integrate and hide information technology. This may
take the form of further experiments to veil electronics in everything we use (embedded
computing, section 3.1), from clothes up to the bedside lamp. In order to interact with
these computational units, the devices may rely on involuntary actions to provoke
actions or completely new forms of voluntary actions like the usage of isometric
muscular activity (Costanza, Perdoma et al. '05). The field is still in its definition
phase, with new directions like ambient computing rising, but not fully grown. Hence,
it is still unknown what kinds of interaction truly will need to be developed.

Finally, a field that is currently growing is that of man-robotics interfaces. There have
been multiple approaches in which robotics have been used in the haptics area.
However, research efforts are heading towards the development of appropriate interface
methods to communicate with or control robots. These interface methods may take the
form of direct communication (speech methods), remote control via mapping of body
movements to robotic control, or even cooperative interaction techniques where a user
could be performing an action together with the robot, for example using AR
techniques.

Social and ethical issues

Due to the experimental nature of both unconventional interfaces and the field of
spatial environments, there are many additional factors that influence the level of usage
of these interfaces. This section takes a short look at some of the issues that have a
social or ethical nature. However, it does not provide a rating (reflection) in an
analytical sense. It is clearly neither the aim to label unconventional techniques as good
or bad or to analyze possible social changes affected by its usage. Nevertheless, some
issues or guidelines need to be stated that reflect a basic level of end-user centered
design.

Many techniques presented in chapter 2 may be regarded as unethical. For example, the
PainStation (PainStation '05) inflicts pain to the user, thereby clearly endangering the
health of the user by damaging the skin. Another example is the urinary control
installation (Figure 3.8,(Maynes-Aminzade and Raffle '03)). These installations are
used of free will and should be regarded as such. As long as these installations do not
willingly penetrate the intimacy of a user, who does not want to be confronted with it,
these experimental installations can quasi co-exist. Nonetheless, a border will be
crossed, passing by social, cultural and ethical values when these installations hit the
public space accessible by every kind of user. The same kind of border can be passed
by the wider application of bioware (bioengineering / assistive technology) on non-
impaired users. How far is someone allowed to tune her body? Some people see the
integration of bioengineering technology and robotics in both the social environment
and the human body in a very positive way, like Kurzweil (Kurzweil '06). However, it



Chapter 3 Application and transfer issues 110

remains to be seen how far the medical usage of bioengineering technology will affect
general usage of both invasive and non-invasive technology. In general, people still are
reluctant to use invasive technology, especially when there are no medical reasons.

Figure 3.8: Socially and ethically questionable: You’re in Control.
Courtesy of D. Maynes-Aminzade
and H. Raffle / MIT Media Lab

Many of the social and ethical issues that are valid when observing unconventional
issues are those that have been identified over the past decades when dealing with
computational technology. These include: individual and professional responsibility,
access and equity, integrity, risk, and privacy, and they should be regarded from a
social-cultural perspective (Jacobs '88; Granger, Little et al. '97). The major
consideration with most unconventional techniques is, whether they are used privately
or in public space. Techniques that are used privately are mostly used of free will — as
stated before, people make use of this techniques without being forced. As soon as such
techniques are used in public space, in which people are confronted with them even if
they are not willing too, borders probably need to be found that fence off intimacy
problems, including those problems related to age. Obviously, the usage of the
PainStation is not intended for kids.

The question of health is a different one. The usage of the PainStation is definitely not
conform to international health regulations (Figure 3.9). In its current stage it would
also not hit the market. But, borders are rather thin, which can be seen with the
Bioforce from Mad Catz (MadCatz '06), a device that was almost put on the market.
The BioForce makes use of small electroshocks to stimulate the user with haptic-like
effects. What may seem to be a cruel device is generally allowed in the medical or
sports area, in which the same principle is used for muscular training. Hence, it may not
always be easy to draw the line between allowing and not allowing devices that have
health limitations.
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Figure 3.9: Health infliction: hand of user after using PainStation.
Courtesy of www.painstation.de

Directly related to health issues are the reflection of ergonomic issues — of course, force
and movement of devices need to be kept within range of the user, adapted to the user’s
body parameters. A large haptic device may work well for an adult, but may inflict
serious problems on a child. These ergonomic regulations are well known and can be
found in a human factors book like (Salvendy '97), which also holds references to the
related 1SO standards.

3.6 Developing devices using garage interface design methods

This section may seem an “odd duck” in this chapter, but actually presents one of the
major directions in developing unconventional techniques from a device oriented
perspective. Garage interface design basically is grounded in experimenting with
different kinds of devices, taking them apart, using parts of them to built new devices.
A similar approach is taken by looking at single sensors or actuators, investigating what
is possible when they are used in different situations, or in different combinations
(Greenburg '02; Forman '03; LaViola '04). This latter approach goes much further than
just taking a mouse apart and using its electronics within a completely other device:
there are multiple examples, in which basically every kind of object has been
considered as interface device. Just one example is the usage of a coffee machine to
provide olfactory output (Dinh, Walker et al. '99).

As can be guessed, the garage interface design approach is rather experimental. It
should be seen as the basis for finding new techniques, to create a prototype, and not as
a way of creating industrial devices at once. Nonetheless, some of the experimental
devices have made it into the industrial league; The Cubic Mouse (Froehlich '00) is just
one example. Basically said, garage interface design is an excellent way to test new
ideas or to improve current interfaces.

In order to create a new device, only a few parts are needed: sensors and / or actuators,
some electronics to connect these elements, and a suitable housing. Probably the best
way to get any sensors and the electronics to connect to them is to dismantle existing
devices. Mouse, joystick, it does not matter. Probably any existing input device has
been taken out of the housing already to see how it works and what can be done with it.
The great advantage of using such devices is that one gets cheap and possibly robust
sensors, which most of the times can rather easily be built into another housing.
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Furthermore, using the standard device electronics to connect the device to a computer
saves much time, since one can directly use it with the original drivers. So, the order to
go ahead is: analyze which buttons and actuators are needed, and, then, take a look
which readymade devices they can be taken from. If it is impossible to take the
elements from existing devices or if they are difficult to port to a new housing, one
should make use of the sensors or actuators that one can get in the electronic store
around the corner, or to go for industrial quality elements. Such elements have the
disadvantage that they are sometimes more difficult to connect to, but due to the
availability of a huge number of different sizes and sorts of sensors and actuators, it is
likely that a good one for the intended housing can be found. Some providers of sensors
and actuators make use of MIDI interfaces and offer a good amount of elements that
can be directly connected to a computer via a MIDI controller. This provides a rather
friendly way of building interfaces. However, sometimes the range of elements to
choose from might not provide the right one for the intended housing: some of the
sensors are rather large.

Yet another and potentially simpler way is to make use of “suites” of sensors and
actuators that already come in some kind of housing. LEGO Mindstorms (LEGO '05) is
just one example, but may pose difficulties when one needs to put the blocks inside a
smaller housing. The same goes for other toolkits like ActiveCube (Kitamura, Itoh et al.
'01), Phidgets (Greenburg '01), or any of the biocontrol systems handled in section
2.2.6.

Figure 3.10: From clay model to final device (Eye of Ra).

The second step is to create a housing for the device, for which there are several
approaches. First of all, the basic form of the device needs to be defined, considering
the task characteristics (amount of buttons, needed degrees of freedom) and the needed
ergonomic considerations in order to perform the tasks in an orderly way. To define the
basic form, one can make use of foam or clay to experiment with different kinds of
grips and button placements. Another way is to make use of LEGO bricks, but for many
hand-held devices, the square forms of the blocks will be unsuitable to come to an
ergonomic form. During experimentation with different forms, one should consider
where to put the electronics, since, sometimes, this is rather difficult — often, there is
not much space inside the housing. In addition, when one can do without many cables,
this is highly preferable.

Once the final form has been found, one should consider how to prototype the real
housing. To produce a highly precise housing, making use of rapid prototyping methods
like stereolithography is a good, but time-consuming way, since it involves modeling
the device in a modeling program. When this possibility is too costly or simply not
available, the only way is to do it yourself. A good way is shown in the Figure 3.10, in
which a negative model was made from the final clay model, by using plaster. In the
plaster, glass fiber and carbon mats were laid together with epoxy glue to create a light-
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weight though sturdy housing. Afterwards, the electronics where put in to create the
final prototype of the design (see section 4.8). Once the device has been created, a
software interface needs to be found to connect to the buttons. In case where the new
device is based on parts of an existing device, this will not be too difficult: most if not
all of the sensor and actuators can be accessed using the driver of the original device. A
similar case occurs, when the before mentioned toolkits like LEGO Mindstorms, or a
MIDI-based system have been used. The devices can be used directly. When separate
sensors or actuators are used, the case gets slightly more difficult. Sometimes these
elements can be accessed using standard print boards of another device. However,
sometimes, one needs to make use of a microcontroller which needs to be programmed
for that purpose (Forman '03). Finally, when multiple different devices are being
combined, device infrastructures like VRPN (Taylor, Hudson et al. '01) or OpenTracker
(Schmalstieg and Reitmayr '01) come in handy, taking over the device control layer of
many currently available devices.

Concluding, the following issues are important when designing an interface yourself:

e Every object is an interface: basically every object can be seen as an interface,
as has often been probed in the large multitude of tangible interfaces (Ishii and
Ullmer '97). For a spatial interface, this often means attaching a tracking sensor
and a button to an object.

e Correct grip and coupling: the form of a new device needs to be carefully
analyzed, taking the task domain and the different kinds of end-users (with
small and large hands, left and right-handed) into account.

e Accessible buttons: adding an additional button to the housing does not
automatically lead to improved and accessible functionality. The placement of
the button is of utmost importance. Thereby, re-grasping to reach the button
should be avoided.

e Appropriate weight: most of the time, a light, but strong, device is needed to
perform spatial interaction, especially when it is held in free air. Nonetheless,
there are multiple occasions when the device needs to be or will automatically
become rather heavy. An example is public space devices used by many people.
Here, devices need to be extremely strong, often resulting in the use of heavier
materials.

e Hygienic material: both public space and specific “hygiene critical
environments” like hospitals require a careful choice of material, in order to
avoid hygienic problems. Even with prototypes it is important to consider these
facts (Pausch, Snoddy et al. '96).

e Easy connection: it is important to consider and test how to connect the device
before actually building it. For example, the balance of the device needs to be
checked with the cables possibly coming out of the back of the device. Wireless
connections are often preferable to reduce the off-balancing by cables.
However, these connections are often disturbed. Furthermore, in case of public
space installations, one is often bound to cables, in order to assure the devices
are not taken.
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3.7 Evaluation

Though often ignored when designing spatial interfaces, evaluation is an integral part
of the development process. Both in more experimental design processes, and those that
focus on truly integrating unconventional interfaces in more conventional
environments, evaluation delivers key understanding of facts required in order to state
the success of the technique in relation to the identified goals (whenever these goals
can be identified). Most of the times, evaluation is rather experimental, getting a first
impression of the technique or device reacts, and it is not necessary to carry out a
formal performance test.

The evaluation of unconventional interfaces largely overlaps with informal and formal
evaluation methods applied in the field of 3DUIs. Such methods include heuristic
evaluation (Nielsen and Molich '92), cognitive walkthroughs (Polson, Lewis et al. '92),
formative and summative evaluations, and the usage of questionnaires and interviews
(Hix and Hartson '93). A good overview of factors involved in the evaluation of spatial
interfaces can be found in (Bowman, Kruijff et al. '05), including user and task
performance metrics to set up the boundaries for an evaluation or general issues that
need to be regarded when evaluating, due to their difference with desktop interface
evaluation. Hence, this section will not provide a general overview of evaluation
principles. Some factors that are mentioned in the before mentioned source, and factors
which can be derived from the previous statements in this chapters will be handled
separately, due to their importance for unconventional interfaces.

e Human potential limits: a key issue when evaluating the performance of an
unconventional interface, is the limiting factors of an unconventional interface.
Evaluators need to regard to which extent the technique can be applied by a
wider public without crossing the boundaries of the abilities of a specific input
or output channel. These boundaries are highly user-specific, for example
heavily dominated by age. Creation of a user group with highly varying psycho-
physiological characteristics may be required to get an actual, non-biased result
of an evaluation. In some cases, the particular focus on cognitive or motor
overload should be guaranteed. To define the performance metrics, a good place
to start are the factors identified in section 3.5 and 3.6.

e Experimental status versus integration: evaluation generally goes through
multiple stages. The characteristics of an initial evaluation, in the experimental
stage of development generally focuses on different issues than an evaluation
that tests the ability to integrate the technique for “daily” usage. Initial
evaluations might focus on the applicability of a technique, finding out for what
purpose the technique might actually be used and what general problems occur.
Looking at integration, issues like meeting specific goals or applicability to
standardizations come into the foreground.

e Generalization of results: especially with initial experiments, it may be hard to
generalize evaluation results. Just like with general 3DUls, there are many
unconventional interface solutions “looking for a problem”.

e Social issues matter: as identified in section 3.5, social matters truly matter.
Due to the experimental characteristics of many unconventional interfaces,
social acceptance might be very low, possibly leading to complete rejection.
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Due to the generalization problem mentioned before, it may be hard to identify
the actual user group in the initial phase, and, therefore, to know if there is a
chance for interface reject — hence, the development and evaluation process
always includes an element of insecurity.

Even with the similarities to general (spatial interface) evaluation methodology,
evaluating unconventional interfaces can be difficult. Most of the time, unconventional
interfaces are being developed under the limited conditions of a research project,
lacking the possibilities of a large-scale evaluation as can be paid in the industry. This
is often reflected in the limited variety and number of users or the lower level of
formality which can be guaranteed in comparison to professional evaluation
laboratories. Regularly, it makes more sense to start with an informal evaluation to
explore the factors affecting the experimental technology or interface than to dive into a
large formal experiment. This approach is strengthened by the regularly failing strict
hypotheses. Frequently, hypotheses can first be defined after having performed the
initial test, since the technology or interface may not be comparable to conventional
interfaces. Most of the time, unconventional interfaces are developed based on a hunch
that the new technique could be useful for certain situations, but what these situations
are and how it would react is mostly unknown. At this point, it is important to look
again at the main goal of this dissertation (see preface):

The ultimate goal is to find out how the potential of the human body can be used
to design, develop and analyze new spatial interaction methods that surpass
performance or application possibilities of currently available techniques

Once more, the human potential itself is the starting point of development approach that
is promoted in this work and has found its way into several of the case studies in the
next chapter too (especially Shockwaves, BioHaptics and Tactylus). The human
potential is explored, after which techniques are being designed which are
experimented with to see how they react. The outcome is knowledge on how things
work coupled to a possible practical application. Hence, phenomena are explored that,
hopefully, result in the definition of performance characteristics of an interaction
technique. The explored phenomena mostly deal with top-level issues: the design of
unconventional interaction techniques is rather often the “science of fuzzy problem
solving.” For example, the aim of the Shockwaves study (section 4.2) was to get some
kind of haptic feedback for larger groups of people (problem: no available group-based
haptic feedback methods). However, there was no clear idea how the new method could
be realized.

As a result of these explorative studies, technigques can be refined to focus on a specific
problem. The refined technique can be regarded as any other spatial interaction
technique and, based on its performance characteristics, easily tested in a standard
performance test.

To conclude, it is important to note that “explorative” evaluations are very important.
Without these, emerging theories and techniques are hard to develop.
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3.8 Summary

In this chapter, theoretical and practical issues have been treated that affect especially
the design and development of unconventional interfaces. Some issues in this chapter
have been put in the foreground, of which sensory and control substitution are the most
dominant. It is not hard to imagine that many of techniques presented there were based
on the process of sensory or control substitution, addition, or integration. Hence, it
should also be seen as one of the main directions or aids in creating unconventional
interfaces. What can also be seen is that many interfaces tend to be integrated with
everyday objects. There are a large number of interfaces that are based on the
“tangibility thought” as introduced by Ishii and Ullmer (Ishii and Ullmer '97), which is
currently moving into the direction of packing everything with sensors or actuators to
make use of them as interfaces. A short look at the how-to’s has been provided in
section 3.6. However, it is just the basis for the general slogan: see what is possible and
try everything, looking at both the user’s capabilities and the affordances of everyday
objects. That this process is rather creative seems to be natural. In 2000, Shneiderman
recognized the strength of creativity for innovation, its basis being an inspirational
moment, a structural approach or the influence of situational factors (Shneiderman '00).
After all, the designing of unconventional interfaces stays experimental, the best
approach depending on the “inventor” and task at hand.

When designing unconventional interfaces, one should look to related fields of
research. Caused by the highly interdisciplinary nature of spatial interfaces, research
fields such as tangible interfaces, ubiquitous computing, and ambient intelligence can
feed the development of new and possibly unconventional spatial interfaces. Results of
this research should be critically reviewed, before starting own development, since
some pitfalls can be avoided when a specific human 1/O channel has already been tried
for a similar purpose in another field of application. This is especially the case when
technology is re-applied in a new field of application, as is, for example, the case when
dealing with biopotential interfaces.

Design of unconventional interfaces often deals with fuzzy problems. Frequently,
the design of an unconventional interface does not address a specific problem directly,
but rather meant to create an understanding of the phenomena that may be related to
top-level problems such as designing interfaces for a specific user group (like the
disabled).

Human potential analysis can be the key to identifying new interaction
possibilities. Being the main method presented in this dissertation, the analysis of
human potential (human-oriented design approaches) can be a highly human-centered
approach in the development of new kinds of (unconventional) interfaces.

Technology can be a starting point of design, but should best be exhibiting human
potential. Technology (device oriented design approaches) can take an influence on
the analysis of human potential, by evaluating how this potential can be “unlocked”.
For example, new technology can be re-applied to another field of application or
gadgets can be used to make something artistic. Nonetheless, within the approach taken
in this dissertation, it is always best to reflect technology to human potential.
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Multisensory is not the same as multimodal. Recently, theories have appeared,
proving that sensory modalities should not be seen as separate entities (as has been
viewed upon in multimodal approaches), but that entities may affect each other. Most
of the time, vision alters other sensory modalities, but experiments have shown for
instance that visual perception can also be altered by other sensory modalities.

Both limits and possibilities of human potential should be regarded. When defining
a new technique, it should be adapted to the psycho-physiological limits of the user or
user group at hand. Thereby, these limits can also be seen as a possibility, to truly use
the potential of user abilities.

The four stage analysis model can aid in designing techniques. When observing
human potential, four different levels of analysis need to be taken into account.
Following the model from Gopher and Sanders (Luczak '97), task variables, processing
stages, energetical mechanisms (mechanisms that foremost focus on the effort to plan
and perform a task) and cognitive resources can be identified that have an high impact
at the design of new techniques.

Consider sensory and control substitution, addition, or integration. Based on the
“sensory plasticity” of the brain and the ability of body parts and sensory systems to
take over (or resemble) functionality of each other, techniques can be designed that
make use of alternative output and input methods. Depending at the user and task at
hand, using alternative techniques can make sense, for example to reduce cognitive
load, or to allow performance of a task when another sensory or motor system is
blocked or even unavailable (due to disability).

Supporting flow of action is important for interaction with complex applications.
Interaction flow, which foremost refers to the output stream of a user to an application,
should be carefully regarded, especially when multiple control devices are being used.
Clear feedback mechanisms and the careful identification of possible “chunking” of
actions can lead to improved flow, whereas a disturbed flow regularly leads to
considerable performance decrease, potentially caused by cognitive overload.

Regard social and ethical issues. The acceptance of a technique is affected by social
and ethical issues, such as health risks or privacy. Unconventional techniques are often
highly experimental and may therefore regularly touch social and ethical boundaries.

Garage interface design is a powerful approach to create new and possibly
unconventional interaction devices. Creative trial and error approaches are powerful
ways to create new techniques. Approaches include the usage of media toolkits to try
out different combinations of sensors and actuators, or the usage of parts of existing
devices in a new housing.

Evaluation is very important, but can be difficult. Evaluation is an integral part of
the development process, and should especially be regarded when the limits of user
capabilities are reached closely. However, within most non-industrial projects,
evaluation is performed under limited conditions, which mostly leads to less formal
results. Nonetheless, these results are extremely valuable and especially deliver good
insights when the design process is highly experimental.
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CHAPTER 4
Case studies

4.1 Introduction

In this chapter, several case studies will be presented that illustrate and strengthen the
information handled in the previous chapters. The case studies tackle two main issues
for unconventional interfaces: using sensory or control substitution, addition or
integration to create new techniques and the using unconventional techniques in
conventional environments, leading to so-called hybrid interfaces. Additionally, one
study focuses specifically on the performance analysis of an unconventional device in
comparison to several generally accepted 3D interface methods.

The first three case studies focus on developing purely unconventional interaction
techniques, by applying substitution methods for haptic stimulation through alternative
feedback methods. Shockwaves explores the usage of audio and air-based shockwaves
to provide pseudo-haptic feedback in large projection systems, by using large
subwoofers, vibration elements, and an air-propulsion device. BioHaptics explores the
usage of small electroshocks that stimulate the user’s muscles to simulate force-like
feedback, by using a transcutaneous neuroelectrical stimulation device. The Tactylus
makes use of closely-coupled audio and vibrotactile feedback to provide predominantly
tactile information, strengthened by auditory cues for collision detection and texture
recognition purposes. This study also looks closely at the interrelationships between
visual, auditory and vibrotactile events, by investigating multisensory integration.

This section is followed by an analysis of a prop called the Cubic Mouse, introducing a
new method for studying the performance of three dimensional placement tasks,
resembling Fitts’ law tests.

The latter three case studies are focused on combining traditional 2D interaction
methods, enabled by a touch screen or Tablet PC, with spatial and potentially
unconventional methods. This combination of 2D and 3D interaction methods is
regularly referred to as hybrid interfaces. In ProViT, macro-level factors affecting the
combination of different techniques were studied and partially applied in the Capsa
Arcana display interaction console. This console combined a touch screen and AV-
streaming equipment with unconventional commercial and newly designed sensors to
control actions in a virtual heritage application. Finally, the Eye of Ra is a pen-like
input device that can be used control both 2D and 3D (medical) applications. The
highly unconventional form of the device represents a study in human factors and
ergonomics, the results of which will be presented and analyzed.

Summarizing, following issues from chapter 2 and 3 are specifically focused on:

e Somatic and kinesthetic feedback (section 2.2.3) in Shockwaves, BioHaptics,
Tactylus

o Biopotential systems (section 2.3.6) in BioHaptics
Multisensory processing (3.2.1) in Tactylus
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e Sensory and control substitution, addition and integration (sections 3.3.1 and
3.3.2) in Shockwaves, Tactylus

o Flow of action (section 3.4.1) and feedback mechanisms (3.4.2) in ProViT,
Capsa Arcana

o General application and transfer issues (section 3.5) in ProViT, Capsa Arcana,
Eye of Ra, and social and ethical issues (section 3.5) in BioHaptics

e (Garage Interface design methods (section 3.6) in Shockwaves, Tactylus, Capsa
Arcana, Eye of Ra

e Evaluation (section 3.7) in Cubic Mouse

4.2 Shockwaves

This case study focuses on the generation of haptic sensations by using sound and air-
based shockwaves (Kruijff and Pander '05). Normally, actuators used with ground- or
body-referenced devices are focused on providing one user a realistic haptic sensation
by putting an actual force onto the person’s body. During the setup of a new multi-
speaker audio display inside a large projection system (the iCone at Fraunhofer IMK),
it was envisioned to enrich the capabilities of this display system by generating haptic
sensations for groups of people. Hereby, the devices to generate these sensations could
not interfere with the setup of the visual display system or burden the users in any
possible way. Therefore, the usage of body or ground-coupled devices was not possible.
Using what is considered the “third kind of haptic device” (see (Burdea '96)), the tactile
display, produces vibrotactile feedback which is in general less accurate than body and
ground-coupled devices, but which could potentially be used to generate sensations for
more than a single user. Unfortunately, general vibrotactile approaches normally
stimulate only small surfaces. Hence, new methods needed to be found. Inspired by
rock concerts and discotheques, an initial idea was to somehow “blast” the user away,
by using a harmless shockwave propelled at a user. The shockwaves that are examined
in this case study are sound and air-based.

4.2.1 Background

From several sources, background information can be obtained on how sound waves
and air can affect the human body. These sources are:

e General literature on the mechanisms of acoustics, specifically on
vibroacoustics. Vibroacoustics is the field of research concerned with the
vibrations caused by sound waves in the human body. Much work is performed
in the field of vibroacoustics on music, for therapeutical reasons, both at
universities and through more “non-scientific” experiments.

e References to work performed on acoustic weapons. These deliberately harmful
technologies (non-lethal weapons) investigate the effects of, among others, the
usage of infrasound, and the creation of so called “sonic bullets”, being sonic
energy propelled towards a target. Research performed in this area provides a
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good overview of ergonomic considerations useful for the experiments carried
out in this case study (Cook, Fiely et al. '95) (Altmann '01)".

e Work performed on air propulsion devices. This work is predominantly
practically oriented and can be found in several areas, including machines used
to propel small or light objects like confetti or smoke and mechanisms used in
air guns and cannons. The latter involves several techniques that are, just like
the previously mentioned acoustic weapons, not suitable since they can harm a
user. Nevertheless, potentially useful methods can be obtained, if adapted
appropriately.

In order to understand the different effects of sound and air shockwaves, more detailed
on these issues will be given.

Sound-based shockwaves

As stated before, sound based shockwaves are predominantly researched in the fields of
vibroacoustics and acoustic weapons. For this case study, it is important to differentiate
between acoustic and tactile components of sound waves. The acoustic component,
mainly sensed by the auditory system, is the sound we “hear”, whereas the tactile
component, which can be sensed by multiple body parts, is concerned with how we
“feel” the sound.

Sound waves can be sensed via transcutaneous sensing, bone structures (bone
conduction), and via the cavities of the human body that pick up the sound frequencies
(Cook, Fiely et al. '95; Altmann '0l1). Sound waves can generate anywhere from
vibrations up to shocks in the human body (Figure 4.1). These effects can be harmful,
but can also have positive effects. Vibroacoustic effects are believed to have positive
therapeutical purposes. Probably pioneered by Olav Skille in the 1980ies, physiological
vibration is sometimes used to control psychological events, lessen stress, and provide
muscle relaxation and pain relief. Multiple sources on this work can be found in the
Journal of Music Therapy (AMTA '06). Work at universities includes efforts such as
the Music Vibration Table (Chesky and Michel '91). A multitude of commercial
products like music chairs and beds are available, the effects of which cannot always
be proven in a strictly scientific way.

Most of the therapeutical work is concerned with lower-intensity sound waves. In order
to generate haptic sensations, it is important to understand the effects of different
frequencies and higher intensities on the human body. Figure 4.1 provides a basic
overview, based on (Altmann 2001), describing some advances in the development of
devices that make use of acoustic waves affecting the human body.

The table provides some insights — it can be concluded that some frequencies cause
resonances in the human body that can be felt, probably as vibration-like sensation. The
actual frequencies (ranging from about 2Hz to 2.5KHz) seem quite wide, even though
indications can be found that frequencies below 100Hz can produce useable effects.
The intensity of the sound wave needs to be tuned exactly — when the intensity will be
too high, important side effects (health issues) will become evident. The auditory “pain
level” lies around 130dB - it is clear that any usable usage of sound for producing
haptic sensations need to be far enough below this sound level.

! The author hereby clearly states that the interest in acoustic weapons is clearly based on its
results showing ergonomic effects on the human body. In no way it is intended to reproduce any
of the lethal effects produced by such weapons in a VR projection system.
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Inferring from the information in the table to a general-purpose projection system
setup, we need to be looking at intensity of between 85 and 100dB, since increasing the
intensity will probably result in a system that is too loud. Keep in mind that a front-row
in a rock concert will be around 110dB, about ten times as loud as an 100dB sound
source.

Sound source Frequency / intensity Reported effects

Infrasound Below 20Hz, high | Resonances in inner organs,
intensity (up to about | vertigo, imbalance
150dB)

Sonic Boom 2-20 Hz, extremely high | Resonances in body (air)
intensity (up to 170dB | cavities, resonances in inner
peaks) organs, extreme health issues

Acoustic pulse Around 10Hz, focused | Possible knock out
beam, extremely high
intensity

General low frequency | Mainly 20Hz — 100Hz, up | Resonances in different body

sound to 2.5 KHz, higher | (air) cavities, resonances in
intensities (up to peaks of | inner organs
+/- 135dB)

Figure 4.1: Effects of different sound sources.
After (Altmann 2001)

Air-based shockwaves

The basic idea behind air-based shock waves is to blow balls of air at a user. Most
techniques to produce these bursts of air are based on pressing some air to a small(er)
opening. The devices are generally known under the name vortex generator. Using a
box with flexible backside and a hole, when the volume decreases by pulling the
flexible backside, the pressure increases. This action forces some of the air out of the
hole. The velocity at which the air leaves the box is inversely proportional to the
diameter of the hole; the smaller the hole, the greater the velocity of the air. A good
overview of vortex generators can be found in (Beaty '04).

Figure 4.2: The AirZooka air cannon.
Courtesy of ZeroToys
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The more harmless versions make use of a rubber-like surface that is pulled back and
released in order to change the size of a volume (children’s air cannons, Figure 4.2,
(ABC '06)). The same effect can also be achieved by mounting a loudspeaker on the
back of a box or cylinder, making use of the movement of the membrane. The higher
intensity air propulsion devices almost all make use of some kind of pneumatics, either
to propel small objects like confetti or smoke or to shoot projectiles (airgun).

Just like wind, the air is sensed by the movement of hairs on our skin, thereby being a
cutaneous sensation. Extreme blows of air can result in slight deformation of the skin,
thereby activating the transcutaneous sensing mechanisms.

Hypotheses
Resulting from the searches through background literature and personal experiences, it
was hypothesized that:

e A combination of specific sound frequencies and intensities might generate a
haptic sensation inside the user’s body

e Sound effects could be sensed by the body and interpreted as pseudo-haptic
sensations

e The usage of a large-area vibrotactile display could easily provide some kind of
haptic feedback based on vibration focused on the user’s feet

e The usage of air-based shockwaves might provide an additional kind of haptic
sensation on top of using sound waves.

e A combination of different methods could lead to a way of providing both a
somehow effective and entertaining (exciting) kind of haptic sensation for
groups of users

4.2.2 Related work

The work performed in this case study is directly related to the body of research
performed on haptic feedback. A general overview of haptic feedback is provided in
section 2.1.3 or can be found in (Burdea '96). More specifically, research related to
vibrotactile displays was a source of inspiration. Some of these sources are (Tan and
Pentland '97; Okamura, Dennerlein et al. '98). The developed system described in the
next section was inspired by the usage of vibrotactile elements in immersive displays to
simulate earthquake vibrations (Dombois '02). The concept of “blasting” the users
body, by stimulating larger areas of the body has been tried in experimental systems.
Examples include tactile vests using vibrotactile actuators or contractile shape-memory
alloys (Jones, Nakamure et al. '04), and the Aura Interactor (Figure 4.3, not produced
anymore). The latter device is basically a large loudspeaker mounted directly on the
torso of the user, vibrating heavily when activated.

The usage of alternative ways of providing haptic sensations has been greatly inspired
by Yanagida’s air cannon (Figure 2.17, (Yanagida, Kawato et al. '03)), which lead to
the exploration of loudspeaker-based air cannons. This device makes use of a small
loudspeaker placed in a cube with a narrow opening to generate airstreams that hold
different smells, in order to provide localized smells to a user. A non-electrical version
of the air cannon using the same principle (air flow) as Yanagida’s device is sold by
Zero Toys, called the AirZooka. Another toy made in the 70ies, called the Wham-O
Blaster, also makes use of the same principle, but is not sold anymore.
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Works with Gentsis
and Super Nintendo
e

Adjusts to it al sizes

Figure 4.3: The Aura Interactor shock vest
4.2.3 Interface design and development

The particular case at hand was to install a new audio system in the iCone display
environment at IMK.VE (Figure 4.4). The iCone is a spherical visual display of about
5,5 meters diameter, with a 240 degrees field of view and slightly tilted walls (7
degrees to the back), giving it a conical form. One of the advantages of the conical
form is reduction of acoustic reflections, making it better for sound display than normal
spherical display systems. The previously used 9-speaker system (using Genelec 1030
speakers) was to be replaced by a system that would support full surround sound.
Therefore, new speakers where acquired (Genelec 1029a), that where to be placed in a
spherical setup, in a top and bottom ring. With the new setup, subwoofers were also
installed. Previous listening tests concluded that the lower end of the sounds spectrum
needed some support, since the Genelec 1029a does not perform well in the lower
frequency range.

Figure 4.4: iCone display system.
Courtesy of Fraunhofer IMK

In combination with the incentive to use subwoofers to generate haptic experiences, a
first subwoofer was built to test the effects of low frequency up to subsonic sounds
(below about 20hz) on the human body. As stated before, theories on the effects of
audio sources show that specific frequencies between about 2hz and 100hz have an
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effect on the human body, for example by vibrating organs. Especially organs with
volume like the lungs, will start to vibrate at specific frequencies, producing a haptic-
like sensation. Hence, a system producing a good amount of low frequencies was
needed.

The first, prototypical system was called the SoundMaster 2000 (Figure 4.5). It was
built of three massive Visaton 17” (43 cm) low frequency speakers built in a triangular
MDF casing and placed in the centre of the iCone. Initial experiments showed that the
low frequencies produced an acceptable range of sounds that could be combined with
the Genelec 1029a speakers for normal sound production. A wide range of sound
frequencies were produced to test the effects of subsonic and lower frequencies on the
human body. However, it only produced minimal haptics through vibration of the floor
and only very little haptic sensations by having an effect on other body parts than the
feet. Assuming that the volume of the speaker casing was too small, a tile of the double
floor was taken out, whereby the speaker was placed over the opening. Through this,
the resonance volume was enlarged considerably, taking effect of the large double floor
space. Nevertheless, the loudspeaker did not produce the wanted haptic effects.
Furthermore, the construction was occupying too much space in the display system.

Figure 4.5: Artist impression of the SoundMaster 2000
subwoofer installation.

The next idea was to take the large subwoofer apart, making multiple subwoofers to be
placed outside of the iCone display. Hereby, 4 loudspeakers (Figure 4.6) where built
with a size of about 18” x 18” x 18” (50x50x50 cm). The volume of the box is about
125 liters which for a closed box results in a resonant frequency of approximately 56
Hz. Holes where made in floor tiles so that two of the subwoofers, placed just outside
the iCone in the left and right corner, could exactly fit with the speaker into the floor.
The floor in the iCone is a double-layered floor made of tiles on a concrete floor. The
space between the tiles and the bottom floor is about 15 cm. The total volume is about
1850 liters between tiles and concrete floor, resulting in a resonant frequency that
would be around 31 Hz. A second pair of speakers was placed behind the iCone, taking
advantage of the reflection of the back corner for producing low frequency sounds.
When placing loudspeakers in a corner the lower frequencies radiating in a circular
pattern are reflected by the walls and sum up with the non-reflected sound waves. This
results in directed sound waves with higher intensity. The distance of the speaker to the
wall must be less than 1/4 of the desired wavelength to make optimal use of this effect.
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Figure 4.6: Single and stacked subwoofers.

Using sound samples and music files, the loudspeakers where calibrated first to produce
a balanced audio spectrum together with the Genelec 1029a speakers. In a second step,
it was tried to generate sound-based shockwaves. Hereby, the loudspeakers proved
highly effective to produce the lower basses — basically, using higher volumes, a large
part of the building was slightly vibrating. Due to the large double floor space used as
extra resonance volume, all rooms that are at the same level, and below (cellar) the
double floor noticed considerable lower frequencies (vibrations). Nevertheless, the
shocks could not be directed towards the user’s body, and where mainly floor
vibrations. Additionally, the audio waves did not have a maximum in the centre of the
iCone (the hotspot where most user’s will be immersed), since the vibrations where felt
most strongly at the border and outside the display system. Hence, the sound waves had
to be adapted in order to produce the necessary results in the middle of the iCone.
Hereby, the subwoofers standing in the left and right corner where delayed for about
7ms, to create a maximum for frequencies around 30 Hz in the centre of the iCone. This
resulted in vibrations and a clear experience of lower frequency sounds (related to the
sound samples) in the hotspot of the display system. Tests where run, whereby low
frequencies where generated at around 95-100Db. In the software the sound spectrum
was adapted to produce more lower frequencies by applying separate filtering on the
subwoofer channels. Nevertheless, this adaptation would not disrupt the generation of
sound for other applications using the display systems.

Even though the lower frequencies could be sensed in the body, mainly through floor
vibration, its effects where unsatisfactory. It generally produced a deep “bass sound”.
Since higher intensities (above 100dB) would generate too much vibration inside the
building and could de-calibrate the display hardware (projectors), the idea of producing
audio shockwaves by using solely subwoofers at considerably high intensities was
abandoned.

Following up the previous success by colleagues with vibration elements for simulating
earthquake vibrations, a next step was to install a large area vibrotactile area in the
iCone. Because the height of the floor is limited it was not possible to construct a
vibration floor without keeping the centre of the iCone leveled with the rest of the
room. Hence, in the centre of the iCone, five floor tiles where mounted with Paraseats
(Figure 4.7). Paraseats are 25W loudspeakers (“tactile transducers”) exclusively
producing low frequencies. Paraseats are extremely effective for producing vibrations:
Mounted under the floor tiles, the surface produces clear vibrations, up to small shocks.
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Figure 4.7: Emphaser Paraseat 25W vibration element
mounted under a tile of a double floor.

The vibrations were in sync with lower frequencies generated by the subwoofers,
thereby producing a nice experience of “bass sounds.” The Paraseats are driven through
a separate audio channel in the software, so special effects like rumble or other
vibrations can be directed by the application. A similar setup was in use in the CAVE at
the IMK-VE group. The original AVANGO Cyberstage Soundserver has the capability
of using a separate channel for driving vibrations elements (Eckel '99).

i

Aide,

Figure 4.8: Air cannon prototype.

Leaving the trail of sound-based shockwaves, experiments were started using air-based
methods. Inspired by different vortex generators, several designs were analyzed.
Encouraged by designs using loudspeakers mounted in a cylindrical volume, a small air
cannon was produced (Figure 4.8). The air cannon was made of a 10” mid and low
frequency speaker from Visaton, mounted in a recycling bin. On top, a round wooden
plate was glued, with an opening through which a small plastic pipe (about 2” / 5¢cm
diameter, and 11” / 28cm) was placed. For testing, the loudspeaker was connected to a
9V battery. Testing the device, it produced only slightly noticeable air balls, up to a
distance of about 2 feet.
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4.2.4 Evaluation and results

The setup and usage of the different developed components has been probed over a
period of over two years. Through multiple sources, the following sections report our
experiences with the different setups, and discussion of the effects. These sources are:

e Personal observation and experience of audio experts

e Direct and indirect feedback (observations) from several hundred users
experiencing demonstrations inside the display system, including direct
feedback from VR experts

e Acoustic measurements (spectral analysis)

From its first setup, the acoustic quality of the system was never an issue. Most of the
direct feedback confirmed the richness of the sound in the system. It produces crisp
higher frequencies and deep basses. Users comment especially on the effects of the
sound floor; Acoustic effects like a heartbeat in a medical demo can be clearly
experienced via vibration. Most users do not directly realize the haptic effects of the
system, but just seem to enjoy the tactile characteristics of the sound display. The
user’s body is clearly shocked by the vibrations of the floor, generated by both the
subwoofers and the Paraseats. Thus, most tactile/haptic effects seem to be generated by
conduction of vibration from the feet, through the bone structure of the user. By using
separate channels for low frequency reproduction, it is possible to tune the maximum
for certain locations in the room. However, these locations are only valid for certain
frequencies. The central area of the iCone is tuned for frequencies between 30 and 60
Hz. Using a single subwoofer, this kind of effect would be difficult to realize.

The “blast effects” that are reached by high intensity sound environments (discotheques
or concerts) could not be fully repeated inside the display system, due to several
reasons as stated in the next section. We could increase the sound level to such a point
that the full building (including users) was vibrating, but under general usage, this is
not acceptable. Effects as stated in the table on effects of low frequency sounds could
not be fully tested or reported on; Body cavities like the chest of users where vibrating,
but only at a lower noticeable level.

Measurements have been done for calibrating the loudspeaker setup. This is part of the
normal setup procedure for lining up loudspeaker arrays. Measurements showed that
there are a few resonant frequencies due to the nature of the room and the display setup.
These were around 400 and 800 Hz. Filtering has been applied to all audio channels to
attenuate these areas in the spectrum. Furthermore, the Genelec 1029A have the
tendency to sound a bit “sharp,” which results in the undesired effect that the listener
can hear where the separate loudspeakers are located, therefore a bit of attenuation of
the higher frequencies is also applied.

The air cannon was evaluated negatively. Since it only produces slightly noticeable
pops of air, within a distance of up to maximum 2 feet, it was unusable in the display
system. A newer version of the system is under design, but has not yet been tested.

4.2.5 Reflection
The setup of the different devices has been a trial-and-error process. Starting with the

subwoofers, we were able to produce an incredible amount of lower frequency sound
for the size of space of the display system. Using the sub floor space as resonance
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volume is a good way of generating deep basses and vibrations, but its effect is largely
non-directional. Through the additional usage of the Paraseats, users clearly notice
shocks coming through the feet, being conducted by the bone structure throughout the
body, into the stomach and the chest. To these vibrations, the user does not connect any
specific direction (directional cue). Therefore, in interfaces, the vibrations could only
be used for general purposes. The validity of the vibrations, therefore, mainly seems to
be to enhance a sound system by making sound effects tactile. The tactility can be
applied for simulating the effects of collisions, like running into a wall. Additionally,
the vibration seems to provide motion cues. The most plausible explanation for this
effect is that a part of the inner ear is sensitive to vibrations above a certain level
(90dB) and generates motion sensations.

For reasons stated before, we were unable to “blast” groups of people using low
frequency sounds. Even though the vibrations are impressive, intensities that are high
enough to really shock the complete the body of a user (in case of group experiences) is
not possible within smaller or mid-size presentation theatres, using the taken approach.
In addition, we can report on a lack of any negative side effects of using the system, to
date. 1ISO 2631 (ISO '03) reports that vibrations from 1 up to 80Hz can involve health
issues like drowsiness or stomach problems. No user of the system reported such issues.
In addition, the demonstrated methods surpass previous efforts solely using Paraseats or
similar bass shakers, by providing a wider range of frequencies, thereby stimulating
more organs or bone structures than normally achieved with the bass shakers solely.
Hence, the sensation is richer and can be better controlled.

The first attempts of coupling audio and air-based shockwaves were futile. Due to the
problems with the first prototype of the air cannon, no air balls could be propelled to
the user. Nevertheless, the concept seems realizable, if enough devices can be found
that effectively propel air to user. The problem with most devices is their size. A
pneumatic air cannon using multiple nozzles, mounted under floor tiles was
conceptualized, but has not yet been built.

Reflecting chapter 3 issues, the test successfully showed how haptic feedback can be
provided using alternative way by using sensory substitution methods. Bone conduction
and the vibration of human organs provide a useful way of delivering haptic-like
feedback without having to use grounded haptic devices. The actual quality of the
feedback is slightly blurred by the informality of the evaluation: a formal user test with
a large user group, which was impossible to perform to date, needs to be carried out to
understand the effects of the feedback in a more precise way.

4.3 BioHaptics

This case study (Kruijff, Schmalstieg et al. '06) focuses on the usage of electro
stimulation methods to create voluntary, but non self-induced, muscle contractions.
These contractions can be perceived as pseudo-haptic feedback. Ultimately, muscular
stimulation could be used to create new poses through focused triggering of specific
muscle endings to certain extent. Within the current case study, the user attitude was
tested. In addition, observations of users’ physical reactions to this rather
unconventional form of feedback were made, leading to a discussion and roadmap for
further development.
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4.3.1 Background

Within the medical and sports areas, the usage of electrical stimulation devices has
been widely used for pain relief and muscular training. Transcutaneous electrical nerve
stimulation (TENS) is generally applied to stimulate nerve endings in order to block
pain (Johnson '01), whereas neuromuscular electrical stimulation (NMES) is widely
used for training muscles, both in the sports area and for rehabilitation purposes (Alon
and Smith '05; Porcari, Miller et al. '05), possibly aided by virtual reality aided
methods (Steffin '98). Both methods are based on the electrical stimulation of nerves or
receptors, using impulses at different frequencies and intensities.

Only recently have researchers started to explore the usage of electronic stimuli for
triggering somatic and kinesthetic events for human-computer interfaces. The somatic
and Kinesthetic systems handle the sensations that relate to force and touch. The
somatic system perceives cutaneous (skin) and subcutaneous (below skin) sensations,
whereas the kinesthetic system senses mechanical sensations in the joints and muscles.
These sensations are generally known as haptic feedback and relate to the
communication of information on geometry, roughness, slippage, and temperature
(touch), weight and inertia (force). Skin and muscle sensations are received by several
receptors: thermoreceptors, nocireceptors, and mechanoreceptors, including
proprioceptors and chemical receptors. Through electrical stimulation, theoretically
every kind of nerve, nerve ending, or receptor can be triggered, depending on the kind
of stimulus provided to the user. These stimuli differ in pulse length, frequency,
amplitude and triggering mode.

In order to provide neuroelectrical stimulation, electrodes are placed on the skin’s
surface. Implantable solutions or methods using needles also exist, but are not generally
used yet. An electrical stimulus is able to reach a nerve or receptor due to the
permeable properties of the tissues below the skin (Sérnmo and Laguna '05). Under
effect of specific ionic substances in cells, membrane potentials can be generated that
flow through the surrounding tissues, eventually resulting into a pseudo-haptic event
through stimulation of the motor nerves. This permeable characteristic of the skin
tissues is also used for biopotential interfaces, by reading so called action potentials.
An example of an interface using action potentials is the electromyography (EMG)-
based joystick by Jorgensen et al (Jorgensen, Wheeler et al. '00).

Within this study, a closer look is taken on force-related events that can be triggered
using electrical stimuli. These stimuli are envisioned to cause pseudo-haptic events by
changing the users pose through voluntary, but not self-induced, muscular movements.
Using NMES-based methods, wearable interfaces can be built that surpass limitations
with body or ground-referenced devices, such as cost and immobility. By means of an
initial user test, first experiences have been made with electronically triggered muscle
events. These events will be discussed by illuminating the physiological background,
deducing useful factors in building up NMES-based haptic interfaces.

Hypotheses
e Using electric stimuli can be used to control muscle activity in order to provide
haptic feedback
Exact control of the stimuli might be difficult
e Users might react to electric stimuli as a rather experimental way of feedback
and disapprove its usage



Chapter 4 BioHaptics 130

4.3.2 Related work

Using electric stimuli to generate haptic or pseudo-haptic feedback is a largely
unexplored area. The usage of TENS devices and methods has found wide application
in medical scenarios, for pain relief (Johnson '01), but has not found particular usage in
haptic-related applications. Similarly, electro muscular stimulation is widely used for
training muscles, both in the sports area, and for rehabilitation purposes (Alon and
Smith '05) (Porcari, Miller et al. '05). A virtual reality system developed by Steffin
(Steffin '98) made use of muscular stimulation methods for helping people with
multiple sclerosis and spinal cord injury to increase accuracy of movements.
Folgheraiter et al experimented with a glove interface, applying basic muscular
stimulation methods for providing haptic feedback (Folgheraiter, Gini et al. '05). Using
electrical stimulation for tactile purposes has been done on several occasions, including
the finger-mounted electrotactile system by Kajimoto et al. (Kajimoto, Kawakami et al.
'99) and the tongue-based electrical stimulation by Kaczmarek et al (Kaczmarek, Weber
et al. '91), which was used for sensory substitution purposes. A rather strange art
installation was made by Elsenaar (Elsenaar and Scha '02), in which face muscles
could be controlled remotely to generate different kinds of facial expressions, by usage
of small electrodes placed around key muscle endings. Finally, some game
environments have experimented with electrical input to the skin.

Figure 4.9: Bioforce controller from Mad Catz.
Courtesy of Mad Catz

In 2001, Mad Catz (MadCatz '06) announced a controller called Bioforce (Figure 4.9),
which delivered electric impulses to the user’s forearms. Stimulation would result in
slight spasms in the forearm, up to larger shocks possibly letting the player loosen grip
on the controller. Till now, the product has not gone into production. Finally, the
PainStation (PainStation '05) induces small electroshocks to users playing pong,
focusing on pain oriented feedback as a penalty during game play (also see section
2.2.3 and Figure 2.15).

4.3.3 Experiment setup

Due to the novelty of the method, an initial user test was prepared to create a basic
understanding of the effects of neuroelectrical muscular stimulation. Within this test,
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muscular behavior (contractions) and possible side effects such as pain were observed,
along with the user’s attitude to this rather unconventional kind of feedback. The
muscular contractions were caused by surface electrodes attached to either the biceps
(forearm) or the brachioradialis (lower arm). The experiment made use of a non-
immersive setup (Figure 4.10), resembling the setup proposed by MadCatz as a setup
for games involving force feedback. The MadCatz setup, though, solely triggered the
brachioradialis, whereas (as stated before) we also triggered the biceps.

Figure 4.10: Connected TENS with electrodes.

A basic 3D environment was used (Quake3), running on a laptop with a 14” screen
(Figure 4.11). Users interacted via standard input devices, a mouse and keyboard, to
control the game. The used electrodes were connected via cable with a TENS device
(9V), a Schwa-medico SM2. Seven users, of which six were male and one female,
participated free of will in this test, being informed of the possible health issues of
using the system. The users had widely varying anthropometric characteristics.

Figure 4.11: Test setup showing electro pads
and display with Quake3.

The evaluation consisted of three stages. In the first stage of the experiments, the TENS
was used to identify at which stimulation level the user would obtain feedback (muscle
contraction) without causing pain, thus calibrating the device for each user. Using
contact fluid, the electrodes were placed on either the biceps or brachioradialis muscle
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endings and were not moved until the end of the experiment. The device was put on a
low pulse rate (3 - 5 Hz, biphasic), after which a range of short and longer (up to 3
seconds) pulses were given to the muscles, to come to an appropriate stimulation level.
The resulting maximum intensity in continuous mode turned out to be between 10 - 15
mA, up to short shocks of up to 25 mA. The maximum stimulation level differed
between users and was clearly dependant on the muscle fat level and thickness of the
arm: thicker skin and muscle tissues resulted in higher Ampere stimulation levels.

4.3.4 Evaluation and results

Biceps stimulation (four users) could be clearly noticed on two users. For the other two
users a calibrated stimulation level was used at which contraction was minimal. The
reaction of the muscles when placed at the brachioradialis (three users) could be better
observed. With one user, a clear spasm in one of the fingers could be seen, probably
caused by the triggering of a different muscle than intended. As a result, some changes
in the biomechanical configuration (pose) of the arm and fingers were triggered and
could be observed. The levels of input (up to 25 mA) were not expressed as being
painful. Users expressed slight discomfort or some (mental) excitement and never
seemed to loose grip on the input device, as was previously stated in informal
statements on the usage of the MadCatz Bioforce.

The second phase of the test focused on establishing small muscle contractions during
game play. Whenever the user would get shot, a short stimulus (when hurt by explosive
weapons) or continuous stimulus (when hit by a gun) would be given to the user. Users
played a single round, lasting approximately 10 to 15 minutes. The TENS device was
triggered manually, which resulted in a small delay to the feedback. Only one subject
reported negatively on this delay. Due to the observation angle, the observer could
observe both the game play and the muscle contractions without having to switch focal
direction and, therefore, attention, between the two. Hence, the observer could get a
clear impression of both.

As within the first phase, muscle contractions could be clearly noticed with most users,
especially when stimulation would be provided in continuous mode. When the biceps
was triggered, the change of pose (noticeable in the change of the elbow arc) was, at a
maximum, around 10 degrees, but regularly just a couple of degrees. During
stimulation of the brachioradialis, contractions mostly lead to a change in the pose of
the lower arm and hand. Contraction was not always completely continuous; A higher
pulse rate could improve contraction, since it would not allow the muscle to relax.
After the second phase, the users were questioned about their experience, using a
questionnaire with a 5 point Likert scale.

The results are visualized in Figure 4.12 (higher scores are better). The stimulation did
not result in painful reactions; AIll users expressed that the feedback was at most
uncomfortable (avg. 3.14, stdev 0.37). This result confirmed the calibration results and
the observations during game play. The users stated they had no to limited reaction loss
(avg. 4.29, stdev 0.95). One user said that the stimulation was “irritating”, when
stimulation was provided in continuous mode for a considerable amount of time (5-10
seconds). In all cases, the electro stimulation was noticed as “somehow noticeable
feedback” (avg. 3.00, stdev 0). 5 of 7 users found the stimulation to be funny or
interesting; one user was even pretty excited. Two users did not find the stimulation
exciting at all (note 1), which resulted in a diverse reflection (avg. 2.57, stdev 1.13).
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Finally, the reactions on usefulness varied widely (avg. 3.42, stdev 1.86). Three users
reacted extremely positive and stated a “definitive” desire to use the system further,
also outside the games area. Two users reacted negatively (the same users as reacted
negatively on excitement) on the feedback and certainly did not recommend usage
outside entertainment purposes. These users also had most problems with user comfort.
Finally, as expressed in direct discussion, none of the users had any problem relating
the feedback to the game play. The “shock”- like feedback could clearly be connected
by the actual event of getting hit.

Pain Reaction loss Feedback Excitement Further usage

Figure 4.12: Evaluation results.
4.3.5 Discussion and roadmap

The evaluation showed various issues that relate to potential, but also the problems of
using neuromuscular electrical stimulation for pseudo-haptic feedback. Theoretically,
neuroelectrical muscle stimulation can produce muscle contractions that can lead to the
same Kkinds of movements as performed voluntarily using self-induced muscular
activities. It is to be expected that stimulating solely the arm will not provide the full
spectrum of movements such as afforded by methods like an exoskeleton, simply
because some movements of the arm are also triggered by the shoulder, hence also
using muscles at the back of a user.

The contraction is hard to control; One needs to trigger specific muscles to the right
extent in order to create the wished change in the biomechanical configuration (pose) of
the user. Furthermore, there may be a conflict between movements caused by electro
stimulation and the body-internal voluntary signals that may level out muscle activity,
depending on the thresholds of the potentials triggering the muscles. Thus, it may well
be that the voluntary control rules out some kinds of feedback or results in distinct
parameter changes in the NMES-based control, like the increase of intensity to
overcome a specific potential threshold. However, there are no current experiments
known to the authors that deal with these problems.
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Model of muscular behavior

The usage of NMES-based feedback is centered on the creation of a precise model of
muscular behavior, under effect of electrical stimulation, showing how the
biomechanical configuration in the arm reacts to different electrical impulses in order
to create directional feedback. This model needs to integrate effects of conditioning of
the muscles, since stimulation effects will change over time (Alon and Smith '05).
Electrical muscle stimulation applies low frequency, higher intensity pulses. These
pulses, which are mostly biphasic, trigger the alpha motor nerves, which excite the
muscles. This stimulation leads to a non self-induced contraction of a muscle. The
higher the intensity of the stimulus, the more muscle fibers will be excited, leading to a
stronger contraction (twitch). A twitch can have different contraction speeds
(explosivity). The duration of the contraction depends on the frequency of the impulse;
When the frequency is high enough, the muscle will not have time to relax, thereby
staying continuously contracted.

The model depends on the effects of stimulation resulting in both isometric and isotonic
muscle contraction. Isometric muscle contraction leads to a tension in a muscle, without
changing the length of the muscle, whereas during isotonic muscle contraction, the
muscle does shorten. Thereby, muscles can be classified in four different functional
groups (Goldstein '02): prime movers, antagonists, synergists, and fixators. The
different muscles play an important role in the lever system that characterizes the bone-
muscle relationship. This mechanical system defines the force or effort to balance a
load, moving on a fixed point, the fulcrum. Most movements in the human body
function according to a lever system. Excitation of a motor neuron by the nervous
system produces exactly the same result as when provided through electrical
stimulation; However, now, the brain and spinal chord are not involved in the muscle
activity.

Calibration methods

In order to stimulate the muscles to the right extent, and to ensure a high level of user
comfort, there is a strong need for exact calibration methods. One of the problems
noticed during the experiment is the trade-off between high intensity stimulation
resulting in noticeable pose changes and user comfort. Different effects of similar
stimulation, caused by the different anthropometric variables such as arm tissue
thickness or the level of skin hydration could be noticed.

Calibration will most likely require creating an exact stimulation — biomechanical
change model by tracking the user’s arm, via an exoskeleton or bend sensor(s).
Information from these sensors can also be useful for real-time controlling and
adaptation of stimulation, thereby also take care of conditioning of the muscles.

Triggering of skin receptors

Another issue which should be dealt with is the triggering of skin receptors. During the
experiment we had the impression that not only the muscle endings were stimulated,
but also specific cutaneous or subcutaneous receptors. The triggering of these receptors
might also have caused the feelings of pain or “buzzing,” as was sometimes noticed by
the subjects. The triggering of skin receptors can go into two directions: either avoiding
the receptors to be triggered to prevent unwanted side effects or to deliberately trigger
the receptors to create specific tactile sensations.

Electrotactile stimulation can focus on one or multiple of the six available receptors
that can be found in either glabrous or hairy skin. The receptors have different receptive
fields (1-1000 mm2) and frequency ranges (0,4 — 800 Hz), producing diverse sensory
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correlations. The receptors can roughly be classified according to the speed of
adaptation to a step change in applied pressure to the skin (Kaczmarek, Weber et al.
'91). There are fast adapting broad receptive-field receptors, like the Pacinian
corpuscle, producing vibration tickle sensations, up to slowly adapting, small field
receptors such as the Merkel’s cells, handling pressure sensations. Within the body, the
fingertips are by far the most sensitive, having a high spatial resolution. Not
surprisingly, most haptic interfaces focusing on electrotactile feedback stimulate the
fingers. Electrotactile stimulation and perception is rather difficult and does not
necessarily lead to unanimous results; Depending on the stimulus characteristics
(intensity, waveform) electrode size and material, and skin characteristics like thickness
and hydration, perception may range from tickling, buzzing, beating, pressure, up to
pain. Thus, a model of electrotactile stimulation should be carefully coupled to the
model of muscular stimulation, thereby taking care of anthropometric variables.

Wearable hardware setup

A final issue that should be regarded is the actual hardware setup of the system. As can
be concluded from this article, neuroelectrical stimulation is well suited for lightweight
installations, since there is no dependency on large body or ground-referenced devices.
Hence, a wearable and thereby ergonomic and easily installable system could be
developed. The problem is dealing with anthropometric variables: there is no one size
fits all solution, since electrode placement most likely differs between users. Electrodes
sewn in cloth-like constructions show good results, but more progress needs to be made
(Jorgensen, Wheeler et al. '00).

4.3.6 Reflection

Concluding, in this case study, a novel way for providing pseudo-haptic feedback by
using neuromuscular electrical stimulation methods was presented. An initial user study
was performed and an extensive physiological discussion addressing specific problems,
which will hopefully lead to further investigations.

Reflecting chapters 2 and 3, the BioHaptics technique presents a good way of using
biopotential to obtain feedback from a computer. It applies a similar way as control
using EMG, since muscular activity can be both used as input and output method. The
evaluation showed the experimental and unconventional characteristics of the new
method, but is still believed to have great potential for further research following the
provided roadmap. Using a more advanced system, a more comprehensive user study
needs to be performed, covering a wider amount of factors than the user attitude and
initial analysis of physical activities of the muscles. Potentially, an EMG can be used to
come to exact results. Thereby, a combination of both EMG for user output, and
muscular stimulation as input method can be a powerful new way of interaction.

4.4  Tactylus

Recent studies have shown that through a careful combination of multiple sensory
channels, so called multisensory binding effects can be achieved that can be beneficial
for collision detection and texture recognition feedback. This case study (Kruijff,
Wesche et al. '06) focuses on a new pen-input device called Tactylus, which explored
multisensory effects of audiotactile cues to create a new, but effective way to interact in
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virtual environments, with the purpose of overcoming several of the problems noticed
in current devices.

4.4.1 Background

Many virtual reality (VR) setups make use of some kind of pen-input device to control
a VR application. When observing frequently used pen-input devices, some ergonomic
problems can be noticed, as well as control and feedback issues. These issues become
especially evident and problematic in more complex task environments. A pen-input
device is generally regarded as a time-multiplexed device. Multiple tasks are performed
in a serial manner, thereby resulting in a composite flow of action. However, the
control possibilities do not always match the complexity of an application, regularly
leading to the usage of a system control technique to change the mode of interaction, or
the usage of a second device. Most pen-input devices (such as produced by Polhemus or
InterSense, see Figure 4.13) we evaluated are not very ergonomic when analyzing grip
and balance issues. Using these devices, manipulation tasks are not always easy to
perform, and they might benefit from more advanced feedback mechanisms besides
visual and self-maintained feedback, especially in visually challenging (occluded)
tasks. Finally, we noticed an increased demand on pen-like devices to support
integration in hybrid interaction setups.

—

Figure 4.13: Pen-input devices from Polhemus and InterSense.
Courtesy of Polhemus and J. Chen

In order to potentially solve the previously mentioned problems, several issues where
addressed during the design of a new input device, called the Tactylus. We created an
ergonomically improved form, limiting fatigue problems, and increased the number and
diversity of buttons to improve the quality of system control, including the support for
hybrid interaction. Finally, we searched for apt feedback solutions to increase
performance, resulting in the application of sensory substitution methods (Kaczmarek,
Weber et al. '91) by using audio and vibrotactile cues to simulate haptic feedback. A
key issue was to analyze multisensory effects of closely coupled visual, auditory and
tactile cues. Recently, some research (handled in detail in the next section) has been
focusing on the effects of a process called multisensory binding. The usage of
congruent signals can lead to a better perception of roughness of textures, up to
perceptual modulation that may serve as a collision detector (Shimojo and Shams '01;
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Weisenberger and Poling '04). The objective when designing the Tactylus was to take
advantage of multi-sensory binding, finding out to which extend it could be used to
increase performance and how it would affect perception of certain events. The
research on the Tactylus continues work on hybrid interfaces by coupling desktop and
immersive interaction (Szalavari and Gervautz '97; Watsen '99) and feedback methods,
such as vibrotaction (Cheng, Kazman et al. '96; Lindeman, Sibert et al. '04). The
specific integration of vibrotactile and pen-like interface devices is still rather rare.
Some undocumented examples exist, but only a few have been published. Some directly
related developments include the Haptic Stylus (MERL '04), which emulates the feel of
buttons and the SenStylus (Fiorentino, Monno et al. '05), which integrates vibrotactile
feedback in a pen-like device.

Hypotheses
e A combination of visual, auditory and tactile feedback can increase collision
detection performance over purely visual feedback
e A combination of visual, auditory and tactile feedback can aid in more complex
texture recognition tasks
e A suitable I/O device should be rather easy to create using existing parts,
providing a better ergonomic form than current pen devices

4.4.2 Multisensory feedback binding

As discussed in section 3.3.1, the majority of approaches dealing with multimodal
feedback regard output modalities as separate entities. More recently, this idea is
shifting towards what is called multi-sensory binding (Spence and Squire '03) or cross-
modal integration (Shimojo and Shams '01). This integration refers to activities in the
brain that affect the perception of feedback obtained from multiple sensory channels.
Based on the plasticity of the brain to associate sensory information, modalities interact
among each other, through which perceptual events can be integrated (Pai '03). Three
different situations can be identified: cross-modal bias, enrichment, and transfer.
During cross-modal bias, stimuli from two or more sensory systems can differ and can
affect each other leading to modified or even incorrect perception. Enrichment refers to
the strengthening of perception by adding one or more sensory channels, whereas
transfer deals with sensory potentials that trigger potential in another sensory channel,
thereby not necessary biasing perception. One of the keys to integration is the
weighting of sensor potentials, dealing with the domination of one sensory channel over
another one. Generally, visual alters the other modalities, though it has been shown that
sound alters the temporal aspects of vision and, based on the modality appropriateness
theory, may also alter other aspects of vision (Kaczmarek, Weber et al. '91). This refers
to task-specific characters of actions; The modality that is most appropriate for the task
at hand will most likely dominate over any other sensory channel.

As stated earlier, the effects of multi-sensory binding can be well used to develop
sensory substitution systems, such as those using vibrotaction (Kaczmarek, Weber et al.
'91) (Lindeman, Sibert et al. '04), in which sensory potential and resulting perception
lie closely together. An example which has greatly inspired the design of the Tactylus
is the integration of visual, tactile, and sound stimuli to provide correct collision
information by Shimojo and Shams (Shimojo and Shams '01), suitable for many
engineering environments. Shimojo and Shams showed that in an ambiguous motion
display, crossing objects could be perceived as bouncing objects, once an additional
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stimulus was added, in the form of a visual flash, sound, or vibration with high enough
synchronicity with the visual event. Ultimately, vibrotactile stimulation provides
directional cues, but this would require multiple vibrotactors, which is hardly possibly
in small devices. By integrating spatial audio cues and vibrotaction, this problem can
potentially be solved.

The second issue addressed by the binding of visual, vibrotactile, and auditory stimuli
is the perception of surfaces. Lederman et al. report on the strength of vibrotaction for
exploring textures, even though the resulting psycho-physiological function differs
from using the bare finger (Lederman, Martin et al. '04). As observed by Weisenberger
and Poling, audio can contribute to the perception of surfaces, like material properties
and texture roughness (Weisenberger and Poling '04). In performed tests, observing
both haptic and auditory cues, they found out that when perceiving textures, the
weighting is predominantly haptic (62%), though auditory cues play an important role
too (38%). They further noticed that auditory cues are not particularly salient upon
initial experience — the cues need to be learned. This may be in line with Lederman et
al’s study, which reported that sound may actually slow down texture recognition. An
important factor when dealing with adding auditory cues is the level of correspondence
- binding of different stimuli can lead to a different perception of textures as compared
to when only visual information is provided. Hence, it seems that haptic and audio cues
can either bias or disambiguate visual information. In any case, auditory cues need to
make use of suitable sound models (Guest, Catmur et al. '02) to support apt
interpretation.

4.4.3 Interface design and development

In order to create the new device, an analysis of the control-body linkage and control
tasks was performed. This eventually led to a new kind of stylus that, in comparison to
the traditional pen-input devices, has a different shape, size and balance, and an
extended control and feedback spectrum.

The first step performed was a close analysis of different types of grips. Observing how
users normally grasp a pen-like device, it was found that three grips are valid: two
power grips and one precision grip. An important interplay between the thumb and the
pointing finger can be noticed (Balakrishnan and MacKenzie '97). The traditional pen-
input devices are mainly built to support a precision grip, even though multiple actions
during common interaction sessions using a stylus are rather coarse. Holding the Stylus
for longer durations in a precision grip, it becomes clear that the device is wrongly
balanced, partly due to the pull of the multiple cables coming out of the device at the
back. The balance is weakened due to the minimal surface one can place the fingers on,
leading to a limited grip. This incorrect balance quickly leads to fatigue in the users
arm, as they are unsupported, floating in mid-air. In order to counterbalance, the usage
of the device leads to dynamic coupling between hand and device, i.e. the re-grasping
of the device either in a similar grip or to a different kind of grip, to relieve the muscles
in the hand (foremost the metacarpal muscles strengthening the pointing finger). With
increased fatigue, the hands and finger muscles will cause slight vibrations in the hand
that decrease the input performance in terms of precision. Of course this is an unwanted
effect; Several studies reflect that input using a pen-like device with a precision grip,
makes use of smaller muscle groups that work well for performing fine-grain tasks
(Zhai, Milgram et al. '96). Loosing this effect makes the device less effective for fine
manipulation scenarios with longer duration.
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The second step focused on the variety of tasks performed with pen-like devices, which
turned out to focus on a wide spectrum. Limited by the movements afforded by the
hand (mostly gliding and angular movements like abduction or flexion) both speed and
accuracy varies over the full axes. For example, the modeling task of creation a curved
surface will be high speed / low accuracy (sweeping task), whereas the placement of a
small object in a virtual engine will be low speed / high accuracy. Actions can be both
discreet (step by step) and continuous. Some of these actions can be constrained to a
limited number of dimensions, like using certain kinds of menus, others make use of all
degrees of freedom.

Functionally, the traditional pen-input devices perform both within-reach and out-of-
reach actions. Due to limitations in mapping (foremost small angular) hand motions to
far object rotations or translations, out-of-reach actions are more coarse than within-
reach actions (Mine '95). Techniques like the Go-Go interaction technique (Poupyrev,
Billinghurst et al. '96a) have aimed at increasing the precision of such actions. Still,
fine grain actions are better performed within-reach. A typical scenario of performing
fine grain actions can be found in engineering applications at a responsive workbench
(Kruger '94). Even with tricks like snapping, fine grain actions with a 1:1 control-
display ratio may be hard to perform. Examples of generally occurring situations
include visual occlusion problems or limited visual detail of the projection screen. For
instance, think about a montage scenario in which a small object needs to be fit inside
an engine. Hereby, (non-visual) aids like collision feedback can greatly enhance task
performance or even enable completion of the task at all.

The control-body linkage and control task parameters led to specific design variables
that predominantly affected shape and size. The grip of the new device should work for
both power and precision grip and have an ambidextrous form: the device should be
usable in both left and right hand. It was found that the thumb should have a good grip
to counterbalance the weight of the device and, thereby, relieve the musculature of the
pointing finger, when the device would be used in precision grip modus. Additionally,
the main body of the stylus should be large enough to potentially hold the needed
electronics of the device: buttons, 3D position and orientation sensor (magnetic or
optic) and, to produce additional feedback, a vibrotactile element.

Figure 4.14: First sketches and models of the Tactylus.
Courtesy of M. Kunstman

In order to analyze the ergonomics of different forms of “styli”, several preliminary
models were made of clay and foam (Figure 4.14). These models were tried out by a
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small user group (9 people) with different hand sizes in order to come to a potentially
“one-fits-all” solution. As a result, a slightly curved form (over the length axis) was
preferred, fitting well in the hand in both precision and power grips. An electronic
components study was performed - a sum up of needed hardware components with
related cables and the resulting cable thickness and control elements was made. This
resulted in the decision to externalize the control boards (producing the output signals)
in order to reduce weight inside the device. Also, most of the hardware needed to be
off-the-shelve in order to reduce development costs and ease device communication
issues (connectivity).

Increasing the number of buttons, it was decided to include a scroll wheel in order to
support scrolling quickly through menu items. As a result, the performance of menu
techniques like a ring menu (Liang '94) could be greatly increased. The wheel should
include mouse click ability and, eventually, a second normal button would be needed
for normal tasks like selecting an object. The first design included just a single button,
oriented towards the centre of the device.

The design was modeled in a CAD program (Solidworks). The models were exported as
stereo lithographic (STL) files and built using selective laser sintering. The resulting
polyamide model served as first evaluation model for further design (Figure 4.15).

Figure 4.15: First prototype of the Tactylus, with electronics.

Carefully examining the grips of the user with the first prototype, it was observed that
with different grips it would be ergonomic to have a button rather close to the tip of
device (in precision grip) and one closer to the centre of the device (in power grip). As
a follow-up, a design with two buttons was made. A button at the front belly of the
device was considered, since with a power grip, the device is held similarly to a handle.
Nevertheless, this option was abandoned due to construction problems. The button
would hardly fit into the device or the device would be made larger than wanted,
resulting in problems with fitting the device to people with smaller hands.

The second issue was the counterbalance support for the device by providing an anti-
slip surface on the belly of the device, such that friction between thumb and input
device could be generated to hold the device in precision grip. Anti-slip surfaces like a
thin rubber coating were considered, but abandoned due to production difficulties and
possible hygienic issues. The first solution was to include small rims at the side of the
device. As such, the surface would be slightly rough, thereby providing a potentially
good grip to the thumb or other fingers. Within a second prototype, these rims in the
polyamide model proved useful, but not ideal, since the side was still too slippery.
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Finally, to accommodate vibrotactile feedback, a simple tactor (vibration element) was
chosen and placed in the belly of the device to achieve a good coupling with the
housing, and thus with the hand of the user.

Figure 4.16: Final prototype of the Tactylus.

In the final prototype (Figure 4.16), a button was added on top to support button
pressing in both precision and power grips. Additionally, the rims were made deeper on
the sides to provide more grip for counterbalancing. A pen-tip, consisting of a tip of a
Palm pen, was integrated in the “nose” of the device, to support controlling a PenPC or
PDA. In order to track the device, a Polhemus sensor was mounted in the belly of the
device. Furthermore, reflective markers for optical tracking were placed on the nose, to
make the device usable in a wider number of device setups. Due to the lightweight
construction, the markers did not disturb the balance of the device at all.

Of particular interest is the way tactile feedback is provided. The vibrotactor is
connected to an amplifier, thereby rotating at the speed of sound frequencies put on a
specific audio channel. Hence, it can vibrate at the same frequency as the audio heard
through the speakers; The user is literally feeling the audio files. We took this
approach, since the recorded audio files show particular roughness details when
observing the waveform patterns. Audio recorded of collision (friction) between an
object and rough textures shows patterns with quickly changing and highly differing
frequency peaks, whereas collisions with smooth objects show a rather flat waveform.
We believed that this is especially good for providing texture information, via sensory
substitution. An additional advantage of using audio-based control of the vibrotactor is
the potential high-synchronicity between audio and vibrotaction. Even though the
adaptivity speed of a vibrotactor is slightly lower than of an audio speaker, the delay is
negligible.

4.4.4 Experiment setup

Two experiments were prepared that focused on collision detection and texture
recognition tasks, specifically dealing with analyzing the effects of multi-sensory
binding, both in direction of either biased or disambiguated perception. 11 subjects (8
male and 3 female, novice (5) and more experienced users, aged 24 — 34) participated
in the first experiment that focused on collision detection. The quality of multi-sensory
feedback was tested on object placement (“key-lock™) tasks with different levels of
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complexity. Every user performed 4 placement tasks, half in a clearly visual manner,
half where the placement area was visually occluded. The users performed the same
placement task under different feedback conditions, namely purely visual, visual and
audio feedback, or visual and audiotactile feedback, thus resulting in a total of 12
placement tasks per subject. Cues included both collision and friction audiotactile cues.
Performing the more complex key-lock placement under the visually occluded setting
could be rated as moderately complex. Also, especially in the visually occluded
placement task, visual information was highly ambiguous, since it was rather hard to
see if an object would collide or not, due to absence of visual cues such as highlighting
or shadows. We hypothesized that users would rate the audiotactile as most appropriate,
especially in more complex task situations.

Figure 4.17: Clearly visible and occluded placement.

In the second experiment, dealing with texture recognition, 10 subjects (7 male, 3
female novice (4) and more experienced users, aged 24 — 49) took part, of which 8
users also took part in the first experiment. The texture recognition experiment focused
primarily on biasing or disambiguating effects of visual information for recognizing
different levels of roughness of textures. Subjects were presented with 15 different
combinations of visual, tactile, and auditory cues, to test binding effects between
different modalities. The combinations represented 5 different stages of roughness. For
this purpose, 5 different textures (size 512 x 512 pixels) were selected with different
visual roughness. Sounds (with a continuous roughness scaling) were generated by
recording collision between real materials (metal) and synthesizing them. The
vibrotactor would vibrate according to the wave pattern of the selected audio file. We
hypothesized that by differing combinations of visuals, audio and vibrotactile feedback,
audio and vibrotaction would alter the visual perception. Before the experiment, users
were shown 2 reference textures in order for the user to correctly understand the
continuous roughness scaling. Users were not informed about the methods behind the
test (i.e., the differing of feedback combinations). After the experiments, users were
interviewed and asked to fill out a questionnaire with 9 questions, using a 7 point Likert
scale rating. The experiment was performed at a back projection display, the TwoView
display, driven by a dual-pipe PC with 2,4Ghz, and a NVIDIA Quadro 4400 graphics
board. Audio was provided by a pair of loudspeakers, and an ART tracking system was
used to optically track the Tactylus.
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Figure 4.18: Different levels of visual roughness.

4.45 Evaluation and results

After the experiment, the results of the questionnaires and the observations were
evaluated and summarized, as can be found in Figure 4.19 and 4.20. From the analysis
of the results, the following statements can be made. Due to the rather non homogenous
user group, these statements need to be further tested, but provide very interesting
indications.

Avg | Stdev Min | Max | Note
5-7

1. Quality feedback in clear visual placement
a) Audio only 5 1.41 3 7 64%
b) Audio and vibrotactile 5.73 | 1.27 3 7 91%
2. Ability to perform actions more precise 5.45 | 1.29 4 7 64%
3. Preference additional feedback in occluded | 5.63 | 1.36 3 7 82%
task
4. Accuracy of directional cues from audio 3.45 | 2.02 1 7 36%
5. Ability to map audio and vibrotactile cues 5.18 | 1.25 3 7 64%
6. Quality feedback in occluded placement
a) Audio only 4.64 | 1.29 3 7 45%
b) Audio and vibrotactile 5.45 | 1.13 4 7 73%

Figure 4.19: Test results collision detection.

Audiotactile cues can enhance collision detection

The object placement experiment evaluating collision perception seemed to confirm the
stated hypothesis: users preferred using audiotactile feedback to perform object
placement to more correctly interpret collision between objects. In the less complex
object placement tasks, users rated audio-only feedback as being good (average (avg.)
5.00, standard deviation (stdev) 1.41), but most users clearly preferred the combination
of audio and tactile feedback (avg. 5.73, stdev 1.27). For the more complex tasks
(occluded placement), users rated the feedback slightly lower, both in the case of audio
(avg. 4.64, stdev 1.29) and audiotactile feedback (avg. 5.45, stdev 1.13). The lower
rating can be explained by the higher complexity of the task. Even though most people
(78%) found the audiotactile feedback more appropriate in the more complex than in
the easier situations, the total amount of feedback is less, since visual feedback is
highly reduced through occlusion in the complex scenarios. The majority of users stated
they could perform their actions more precisely with audiotactile feedback (avg. 5.46,
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stdev 1.23), in which 63% claimed the precision increase to be very good (rating
between 6 and 7).

Audiotactile cues can disambiguate visual information

Most users seemed to be able to disambiguate the visual information well in the
visually occluded task by using the audiotactile feedback. The accuracy of spatial audio
was rated less well and highly diverse: about half of the people felt they could make
use of the directional information; The others had problems with it (avg. 3.45, stdev
2.02). None of the users reported problems with binding the audio and tactile
information (avg. 5.18, stdev 1.25). Hence, it seems that audiotactile feedback can
effectively be used to convey collision information to users, and can substantially aid in
visually complex situations. It should be stated that this could be increased by adding
visual cues, such as highlighting or shadows. Nonetheless, especially in visually
occluded situations, as tested in this experiment, such cues become increasingly less
effective.

Texture nr. | Visual | Audio | Tactile Avg Stdev
1 3 3 3 2.40 0.70
2 4 4 4 4.10 0.74
3 1 1 1 1.50 0.71
4 2 2 2 2.60 1.07
5 5 5 5 5.00 0.00
6 2 3 2 2.40 0.97
7 4 4 5 4.20 0.42
8 2 3 4 2.30 0.67
9 5 5 3 4.60 0.70
10 4 4 1 3.80 0.92
11 5 3 5 3.90 0.57
12 2 4 4 2.80 0.92
13 4 5 5 4.30 0.67
14 2 4 4 2.80 0.92
15 4 2 2 4.20 1.03

Figure 4.20 : Simulation combinations and test results texture perception.

Audiotactile cues can enhance texture perception

The texture roughness recognition experiment turned out to be a difficult and complex
task. 67% of the users stated that they could correctly and well interpret the textures
using visual, audio, and tactile information, thereby supporting the results reported in
(Lederman, Martin et al. '04). Two users found it extremely hard, though. When
observing the interpretation of the first five textures (represented by the “correct”
combination of visual, auditory and tactile information), interpretation offsets were
rather small, indicating that users were rather precise in texture roughness recognition.
The average offset was extremely low for rough textures, whereas with light textures at
most around half a scale in average. Strangely enough, some offset was seen with the
interpretation of the smoothest texture, though shown as reference texture at the start of
the test. The roughest texture (also shown as reference) was interpreted flawlessly
afterwards. Some learning effects could be seen in users who also expressed they were
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more visually oriented; Biased on visual properties only, their recognition rate
increased. As soon as the combination of visual, auditory and tactile information would
get biased, some interpretation changes can be noticed. Based on the noted texture
interpretations, a first important observation is that as long as the change in auditory
and/or vibrotactile information is small, users seem to interpret the texture visually, or
at least remember the original combination. Thus, changing one or two scales up or
down with auditory or vibrotactile feedback does not necessary bias visual perception.
This was especially true of biasing visually smooth textures with rough sound and
vibration feedback. In a single case, similar visual and auditory texture of a scale 4
texture was biased by extremely light (scale 1) vibration: with around half the users,
this lead to interpreting the texture as being smoother, but interestingly enough, the
other half interpreted this texture as being rougher than before. Currently, we do not
have any explanation for this.

Audio can alter vision

A clear offset was noticed when the (previously flawless interpreted) roughest texture
was shown with level 5 vibration, but with level 3 audio roughness feedback. 89% now
claimed that the texture was at least one level smoother (avg. 3.90), which is a rather
clear proof that audio can alter visual perception. The interviews with the subjects
made some things more clear that could not be clearly derived from the numerical
analysis. First, most users reported they were sometimes annoyed by the feedback they
got, supporting the hypothesis that people do not mainly base their perception on visual
information, but tend to be biased by other sensorial information. Most users noted that
they would first take audio into account (avg. 4.80 suitability / increase of
interpretation over visual only, 1.75 stdev), whereas vibration only played a less
important role (avg. 3.70 suitability for interpretation, with 2.01 stdev). These results
were biased by a few users rating extremely low. Most users also reported on the lower
usability of vibration for texture recognition: some noticed that the difference between
vibrations was not good enough, some others found it good enough but just did not put
much focus on it. Interestingly enough, about half of the subjects stated that audio did
disambiguate the visual information: the textures were purposely represented in a flat
way (put on a plain), such that users could clearly notice roughness differences, but not
the height differences. Overall, our test results seem to imply that audio is more
important than vibrotactile information for texture recognition, which contradicts the
findings from Lederman (Lederman, Martin et al. '04).

4.4.6 Reflection

In this study, a new pen input device was presented. Though, at first sight, the device
may seem rather conventional, its experimental characteristics can foremost be found in
the new ways in which it provides feedback, surpassing recent research in vibrotaction.
Reflecting chapter 2 and 3 issues, the study provided positive indications for both the
usability and complexity of binding audiotactile cues. Audio seems to have a larger
impact on perception of collisions and textures than vibration, even though this could
be possibly levelled out when discrimination between levels of vibration is higher. The
results support previous findings in the direction of multi-sensory processing and
provide some ideas on how both its strength and weaknesses can be applied to increase
interaction performance. Further experimentation is needed, especially by evaluation
texture recognition using more combinations with different levels of feedback.
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4.5 Cubic Mouse

This case study deals with the 6DOF Cubic Mouse, a 3D input device based on the idea
of a coordinate system prop. The device is what can be labeled a task-specific device: it
has been designed to support a specific breed of actions, for which it was hypothesized
to be performing well. The design of the device has been rather experimental, and its
final form can certainly be called unconventional.

The heart of the case study is a comparison of the Cubic Mouse with general-purpose
3D devices, in this case a set of gloves and a Polhemus Stylus. One of the
particularities of the test lied in the observation of integrated versus separated control.
The Cubic Mouse allows both integrated and separated control; The latter is
specifically focused on constraining interaction by being able to control a single
dimension, for example, the rotation along a specific axis. This separation has a large
effect on interaction performance, as can be seen later on.

Finally, in order to study the different motion patterns of the devices, a new analysis
tool has been created and used, based on 3D trajectory visualization.

Figure 4.21: The 6DOF Cubic Mouse.
Courtesy of H. Seichter

Hypotheses
e Subjects would perform fine-grain manipulations easier and faster with the
Cubic Mouse than with the Stylus or the PinchGloves
e The Cubic Mouse would not be preferred for coarse manipulations

4.5.1 Background

The Cubic Mouse (Figure 4.21) device consists of a cube-shaped box with three
perpendicular rods passing through its center. There is a six degree of freedom (6DOF)
tracker embedded in the Cubic Mouse, which is used to track the position and
orientation of the Cubic Mouse. The rods typically represent the X, Y, and Z-axes of a
coordinate system. They can be pushed and pulled, which allows the constrained input
of three degrees of freedom. In addition, the 6DOF Cubic Mouse allows the rotation of
the rods adding another three degrees of freedom. Altogether, there are a total of 12
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“analog” degrees of freedom available with the 6DOF Cubic Mouse, which can be
assigned to interaction tasks in various ways. Furthermore, there are six application
programmable control buttons mounted on one face of the Cubic Mouse and a single
button at both ends of each rod. Typically, users hold the device in their non-dominant
hand and the dominant hand manipulates the rods and the control buttons.

The 6DOF Cubic Mouse is based on the previously presented Cubic Mouse (Froehlich
'00), which allowed only pushing and pulling of the rods. For general 3D manipulations
six degrees of freedom are often essential, which were not available with the original
Cubic Mouse. As a result, the original model was mainly used for controlling three
orthogonal cutting and slicing planes in 3D data sets.

4.5.2 Related work

Props are real-world objects, which represent a virtual object they more or less
resemble. Hinckley et al. (Hinckley '94) use a head prop in their neurosurgical
visualization application. In their system, also dealt with in section 2.2.3, users hold a
doll’s head or a small rubber sphere with an embedded tracker in one hand. This head
prop is used to control the orientation of a head data set viewed on the desktop screen.
The other hand holds a second prop that, for example is used to position a cutting plane
relative to the head prop. This is, in contrast to our applications, where the dominant
hand is used to handle controls integrated in the Cubic Mouse held in the non-dominant
hand. Research within the area of props (Hinckley '94; Wloka and Greenfield '95) has
shown that these devices are often very familiar to the user, obvious to use, supply
strong feedback and utilize the two-handed frame of reference.

Two-handed interaction has been a popular research area since Buxton and Myers’
study on two-handed input (Buxton and Myers '86) and Guiard’s application of the
Kinematic Chain theory (Guiard '87) (also see section 2.2.3). These initial studies have
led to a series of experiments on two-dimensional and three-dimensional input,
examining common factors with respect to bimanual interaction techniques. Examples
are (Kabbash, Buxton et al. '94) (Hinckley, Pausch et al. '97b), as well as more specific
studies on psychological and motor behavior factors by (Leganchuk, Zhai et al. '99;
Balakrishnan and Kurtenbach '99b). Of specific interest to our research is the work by
(Hinckley, Pausch et al. '97b), which emphasizes the importance of haptic feedback
supplied by props for reducing the level of attention (cognitive load) for tool selection
procedures.

Two-handed interaction techniques for virtual environments have become increasingly
popular. Examples can be found in (Mapes and Moshell '95; Cutler, Froehlich et al. '97;
Ullmer and Ishii '97; Mine, Brooks et al. '97a; Leibe, Starner et al. '00). The analysis of
these two-handed techniques shows a clear tendency towards increased performance for
most tasks in comparison to one-handed interaction technigues. However, as identified
in (Balakrishnan and Kurtenbach '99b), precise guidelines for the development of two-
handed techniques still requires more systematic experiments under a variety of
conditions.

Several devices exist that share specific characteristics of the Cubic Mouse. First of all,
dial boxes and slider devices also allow constrained input similar to the Cubic Mouse,
but these devices are not tracked. The TouchCube (ITU Research, presented at the
SIGGRAPH’98 exhibition) is also a cube-shaped input device, which is equipped with
touch-sensitive panels mounted on five sides of the cube. The device is operated by
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applying gestures to the touch panels. Adding a 6 DOF sensor to this device could also
result in an intuitive multi-DOF input device.

General issues with respect to 6DOF input are well explored in (Jacob '92). Zhai’s
influential study (Zhai '95) investigates a large number of factors with respect to the
design and evaluation of 6DOF devices. Besides speed and accuracy Zhai also includes
ease of learning, fatigue, coordination, and device persistence and acquisition factors.

4.5.3 Interface design and development

The Cubic Mouse has been developed for applications that deal with the manipulation
of a single virtual model. Examples of this reference model are a geological model or a
car. The Cubic Mouse implements the idea of virtually holding the reference model in
one’s hand. Navigation in this context entails rotating, translating, and zooming into the
reference model. This is different from such techniques as flying or walking, which is
often the preferred way of navigation in walkthrough scenarios. The 6DOF Cubic
Mouse’s rods are used to control virtual objects relative to the reference model. Each
rod controls, simultaneously, up to two degrees of freedom.

All of the reference models being used have an up and down direction and assign the up
direction to the Cubic Mouse’s face with the buttons. The cabling comes off the
opposite face that is, thereby, naturally assigned the down direction. The other
directions are aligned with the natural coordinate system that comes with the reference
model, e.g. the car model has a front, rear, left and right side.

The 6DOF tracker inside the Cubic Mouse is used to position and orient the reference
model. Thereby, the reference model’s orientation is always aligned with the
orientation of the Cubic Mouse. For positioning tasks we use a 1:1 control-display ratio
on the Responsive Workbench, 1:3 to 1:5 ratios for larger display devices like CAVEs
or Reality Centers. The rods represent the X, Y, and Z axes of the reference model’s
coordinate system. Tracking the Cubic Mouse ensures that the rods stay aligned with
the coordinate system axes. Pushing and pulling the rods is typically used for
translating a virtual object, like a cutting plane, relative to the reference model in the
appropriate direction. Rotating the rods is mostly used for rotation of a virtual object
around the corresponding axes of the reference model. The buttons are used for
clutching, zooming in and out, and various other application dependent tasks.

Adding another three degrees of freedom to the originally developed 3DOF Cubic
Mouse makes the 6DOF Cubic Mouse a much more generally applicable device. The
6DOF Cubic Mouse puts the reference object’s coordinate system into the user’s hand
and allows constrained translation and rotation with respect to the primary axis of this
coordinate system. These are the most common operations for positioning and orienting
objects in three-dimensional space and give users full six degree of freedom control.
More specifically, (Froehlich, Plate et al. '00), differentiate between 1DOF control
(separately controlling a rotation or translation along a single axis), 3DOF control
(either rotating or translating an object around all axes), or 6DOF control (freely
controlling rotation and translation along all axes).

4.5.4 Experiment setup

An experiment was set up to assess users’ reactions to the Cubic Mouse in comparison
to other commonly used input devices, such as the Polhemus Stylus and the FakeSpace
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PinchGloves. The test application was displayed on a two-sided Responsive Workbench
driven by a SGI Onyx2 InfiniteReality graphics system, using a Polhemus Fastrak
tracking device and Stereographics CrystalEyes2 shutter glasses. The test was
implemented using the AVANGO virtual reality framework (Tramberend '01). The
main aim was to empirically characterize the Cubic Mouse in comparison to common
input devices. That is, the experiment focused on the task-specific actions supported by
the Cubic Mouse, in comparison to general 6DOF devices. This task-specificity was
mostly defined by the inherent constrain methods afforded by its mechanical
construction.  Furthermore, it was aimed at getting a first analysis of trajectory
behavior of the three devices using a new graphical trajectory analysis technique and to
check user preferences for the three devices. The exact comparison of the completion
times (as being a pure speed test) was not a main aim and would require an even more
detailed study.

The test involved four basic docking tasks, using both the translational and rotational
functionality of the 6DOF Cubic Mouse. These docking tasks represent tasks that are
normally not done with the 6DOF Cubic Mouse, but due to the variety of the tasks, it is
valuable in order to check device characteristics. Three of the tasks where basic , key
and lock* tasks in which a ,key“ object should be placed into a ,lock* object. The
fourth test involved the matching of two objects. The four tests included both coarse
(movement of key to lock object) and rather fine-grain manipulations of objects
(correct placement of key in lock object). The configuration of objects was
unambiguous. Subjects were asked to perform the test as fast and accurately as
possible. The test would end if both subject and observer agreed that the object was
within a threshold range to the perfect target. No specific timestamps were set at the
start of each test in the used log files during the test; Timestamps for the end of the test
were automatically included when stopping the test by the observer. Start timestamps
were added later in the analysis phase, to exclude the startup time of the subjects. Only
an approximate indication of times would be needed for our analysis, since, as we will
see in the results, time differences where extensive between different tasks.

13 subjects participated in the within-subjects test, resulting in 98 trials. The subjects’
experience with computers differed from novice to advanced level; Four users had used
Virtual Environments before. Their age differed between 20 and 30 years, 11 subjects
were right handed, one left-handed and one ambidextrous. Users had to fill out a
questionnaire that had questions with respect to ergonomics, performance, and
preference within the test scenarios. The questionnaire made use of a 7-point Likert
scale. All subjects used all input devices in a randomized order.

455 Evaluation and results

The analysis of the mean times and standard deviations of the task completion times
showed that the 6DOF Cubic Mouse was outperformed in the coarse movement actions
of placing the key object within reach of the lock object, but was very fast and effective
within the fine-grain actions when the key object had to be placed precisely in the lock
object. A comparison of the overall times completion times showed differences of up to
255% time increase between completion times of the Cubic Mouse in relation to the
other two devices. The actual times were affected by the required object selections for
gloves and stylus, but the overall times were still considerably shorter than those for the
Cubic Mouse. A comparison of the absolute distance between the key and lock object
within the target area showed, without exception, the precision of the Cubic Mouse
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with fine grain actions. In comparison to the stylus and the gloves, the positional
accuracy for the Cubic Mouse was generally much better for the alignment of the key
with the lock.

Trajectory analysis

The trajectories for the docking tasks were visualized as curves in 3D space (Figure
4.22). Examining the representative trajectories provides excellent insight into the
differences in performance during coarse and fine movement phases and clearly shows
the effect of constrained interaction.

A B ' c

Figure 4.22: Trajectory analyses of the Cubic Mouse (A),
gloves (B) and Polhemus Stylus (C).
Courtesy of H. Seichter

Three dimensional trajectory analyses have been performed before. A good example
can be found in (Jacob, Sibert et al. '94), in which the authors show a technique that
visualizes the movement path and speed in a 2,5D representation. This technique is
useful in many occasions, but lacks the rotational analysis that would be especially
interesting for our examination of separable actions. As also described by Masliah
(Masliah and Milgram '00), coordination of control is often disregarded. Our trajectory
analysis for the three input devices also only compares the positional trajectory in 3D.
The visual inspection of the trajectories and an analysis of our log files reveal the major
differences of the devices during the initial coarse movement phase, when the key is
moved near the lock and the fine movement phase, when the key is actually placed in
the lock. Hence, the following seems evident:

e Clutching: clutching leads to obvious inefficiency when a shortest path
comparison (Fitts '54) is made. Due to the clutching, several extra movements
are made by users which lie away from the ideal path (as being an ideal path
from point a to b in 3D Cartesian space).

o Speed/accuracy tradeoff: there is a noticeable speed/accuracy tradeoff between
the three devices. The stylus and gloves perform fast overall, but relatively
slow, inefficient, and non-precise during fine grain manipulation. This
inefficiency can clearly be seen at the large nodes of movement of both devices
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around the target area. The Cubic Mouse performs slow during coarse
movement, but is very efficient and fast during fine grain manipulation.

¢ Coarse movement difference: the integral devices (like the gloves and the
stylus) show accurate coarse movement. When looked at the Cubic Mouse, a
separable device, stair case patterns can be seen within the coarse grain
movement part of all tests. This can be explained by simply focusing on the
separation of control; With the Cubic Mouse, movement along a diagonal path
can not be made, resulting in a continuous change of allocation of different
controls (rods) to move approximately in a diagonal manner.

e Fine grain manipulation differences: the mentioned nodes around the target
area, in both the paths of the stylus and the gloves, showed several clear
differences in performing fine grain actions. The nodes are presumably caused
by continuous compensation of certain dimensions, since movement (especially
rotation) with integral devices along one axis often leads to unwanted
movement along another axis. The path of the Cubic Mouse shows clearly the
favorability of a constrained (separable action) technique of moving an object,
since the movement is very efficient. Stylus users positioned the key object
above the target area; the glove users rather positioned it within the target area.
This difference remains unexplained.

Hence, the advantages of the Cubic Mouse during the fine manipulation phase seem to
have their origin in being able to independently manipulate the different degrees of
freedom, while exactly this turns out to be a big disadvantage for coarse movements.

Questionnaire

Subjects found the Cubic Mouse considerably more comfortable to interact with than
the gloves or the stylus. Subjects reported that they had to look more at the Cubic
Mouse than at a glove or stylus. This might be caused by the fact that during interaction
with gloves and stylus, these devices are always in the view frustum of the user,
whereas the Cubic Mouse is usually used eyes-off.

Overall, the users felt like they could control their actions about equally well with all
three devices, although surprisingly, the stylus got the best ratings. The same tendency
was found, when asking if the subject could control actions in a straightforward
manner.

In the device comparison, the highest score was given for fine grain positioning and
orienting. Here, 83% of the subjects preferred the Cubic Mouse over gloves and stylus
for the “key” object. Notable is also the 83% preference for coarse orienting of the
“lock” object with gloves, which was even higher than the coarse orienting of “key”
objects choice of gloves (53%). In addition, the stylus scored well in the ranks for fine
orienting “key” objects (50% voted for stylus usage, 50% for the Cubic Mouse). For
coarse orienting and positioning of both scenes and objects, the Cubic Mouse was
either not chosen not at all or by a very small amount of people (14% in case of coarse
orienting of objects).
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45.6 Reflection

Hinckley et al. (Hinckley '94) used a head prop and a separate slicing plane prop to
position a slice through a computed tomography data set of a human head. This
scenario is very similar to scenarios, in which the Cubic Mouse moves a single slicing
plane.

Virtual Physical

Slicing
plane

Reference
model

Rods:
position,
rotation

Magnetic
tracking

Physical
space

Magnetic Magnetic
tracking tracking

Physical
space

Cubic Mouse

Reference
model

Hinckley-props
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Figure 4.23: Hinckley’s props versus Cubic Mouse.
Courtesy of B. Froehlich

Figure 4.23 shows a schematic that compares both interaction methods. With the Cubic
Mouse, users have persistence of the slicing plane, which is not possible in Hinckley’s
approach. Persistence allows the user to pass the Cubic Mouse on to another user
without changing the position of the slicing plane. The tradeoff is that Hinckley’s
approach allows a user to move the cutting plane relative to the head model and also the
head model relative to the slicing plane. With the Cubic Mouse, a user can only
position the slicing plane relative to the reference model.

Another issue which is of particular interest is how control is applied with the 6DOF
Cubic Mouse. In principle, the device allows both integrated and separated control of
degrees of freedom. Classically, separation of control has been performed by using
software-based constraints, integrated in interaction techniques. In the case of the
6DOF Cubic Mouse, constrained interaction is directly coupled to the hardware of the
device and not only to the interaction technique. By allocating the integral and
separated control actions over the different hands, a user can make optimal use of the
motor behavior of both hands. The dominant hand can control the separated controls,
thereby, allowing fine-grain manipulations on objects, whereas the non-dominant hand
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is in command of the integrated control, used for viewpoint manipulation. In viewpoint
manipulation, fine grain actions do not normally need to be performed. Nevertheless,
simultaneous control of all degrees of freedom (integrated control) when manipulating
an object is not directly possible with the Cubic Mouse interaction model, even though
this would sometimes be appropriate, as can be seen in the user test.

So, what can be concluded from this study? Obviously, the unconventional, task-
specific design of the Cubic Mouse in partly separable degrees makes sense, at least,
for a specific task domain in which fine-grain actions need to be performed.
Furthermore, especially when a direct affordance between the (rather generic) form of
the Cubic Mouse and the reference model can be established, the viewpoint control is
rather easy. Nonetheless, as soon as coarse actions need to be performed with the
device, there is a massive speed-accuracy trade-off, which does not always make sense.
Switching devices would be a possible solution, but disturbs the interaction
considerably. Hence, some interaction techniques that make use of the integral
characteristic of the device should be developed, so that some of the disadvantages can
be taken care of. However, it can be expected that for coarse actions, the Cubic Mouse
will never be the ultimate choice.

The trajectory analysis method is highly interesting, even without rotational
information. Adding this information, via a suitable visualization method, would
clearly advance the interpretation. One possible method is to move a pointer (or lens
(Viega, Conway et al. '96) ) along the path to get detailed directional information at
specific points. Adding this information along the full path would most likely result in
an incredibly complex visualization.

46 ProViT

The following studies exemplify one of the main approaches to integrate
unconventional interface techniques in traditional applications. This approach is
generally referred to as hybrid interfaces, which combines multiple display and
interaction techniques, in order to match the work processes at hand. Even though most
hybrid interfaces combine 3D perception and interaction with 2D techniques, the basic
issues being tackled are highly similar to combining unconventional and traditional
techniques. As such, this section deals with the issue of porting unconventional
interfaces to general work environments, handling some, but not all of its issues. For
example, dealing with sensory substitution systems often implies other application
factors, as dealt with in section 3.5.

This section handles the interaction concept of ProViT, dealing with general design
issues for integrating multiple interaction techniques. These design issues were further
applied in the second case study, Capsa Arcana, a console device integrating multiple
unconventional sensors. Finally, the Eye of Ra deals with integrating 2D and 3D
functionality in a quite revolutionary shaped new input device.

4.6.1 Background and related work

The ProViT project (BMBF, 2001-2004) focused on the usage of distributed virtual
environments for design review in the ship, machinery, and airspace industries (Cao,
Gaertner et al. '03). Using a network infrastructure, users could remotely cooperate on
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complex problems using an immersive virtual environment. For this purpose, a
distributed system architecture was set up using a PC-cluster, an immersive L-shape
display (such as a responsive workbench), AV-streaming equipment, and several
interaction devices. Enabled by this infrastructure, users could run simulations,
manipulate objects, access data from other applications and communicate with each
other via videoconference.

Three different input devices were made available: a 12-inch tablet PC, a tracked
Polhemus Stylus, and a Cubic Mouse (see section 4.5, (Froehlich '00)). Several studies
were performed, which investigated the role of complex but effective system control
mechanisms on the flow of action (section 3.4.3) in a hybrid application.

The first question to be asked is: why make use of hybrid interaction? The answer lies
in the complexity of many applications that are currently being designed: hybrid
interaction can lead to considerable performance increase. The combination of 2D and
3D interactions can have considerable advantages. 2D actions can be performed with
relatively high precision, whereas 3D actions are executed at high speeds in specific
task situations. As such, a clear speed-accuracy trade-off can be noticed, depending on
the task at hand. The usage of 2D devices, specifically handhelds such as PDA’s or
transparent props, for 3D interaction has been probed several times before, including
(Watsen '99) (Hachet '03) (Schmalstieg '99).

When using hybrid interaction, some general problems can be identified. These
problems may seem obvious, but are still regularly occurring pitfalls in many
applications. The wrong mapping of techniques on devices is one of the most frequently
occurring failures. Developers have to pick from a limited number of interaction
techniques that do not always map the input device in use. Also, input and output
devices can be wrongly combined. Overall, wrong mapping leads to performance loss,
which directly influences flow of action in an application. It is a myth that different
input devices are capable of transmitting comparable content (Oviatt and Cohen '00).
Another regularly occurring problem is system control overload. To cover the
increasing amount of functionality, some developers are simply placing more flying
menus in the VE. Often these menus also have to be large, for readability issues. The
allocation of menus generally overlaps the main work area, leading to attention
problems. Rapid eye and head movements of the user are observable, moving from
front (menu) to back (work area) focal planes.

Finally, with the increasing complexity of immersive applications, feedback to the user
is of utmost importance. The user needs to know what is the current mode of interaction
and if a performed action has been successful. Often, users need to check multiple
times to determine if a task has been performed, leading to unnecessary disruptive
action loops.

Hypotheses
e Careful combination of different task-specific devices can improve the flow of
action in complex applications
e Hybrid interaction can solve system control issues in immersive environments
when large menus need to be used

4.6.2 Interface design and development

In order to match the need for a good flow of action, the following concepts were
implemented. As a basis for this application, an in-depth task analysis has been
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performed that specifically looked at task syntax factors affecting flow of action. With
respect to the mapping of the functions to the devices, it was analyzed which three-
dimensional actions can be performed by the general-task device (the Stylus) and which
should be performed by the task-specific device (the Cubic Mouse). A general setup
can be seen in Figure 4.24.

Figure 4.24: ProViT system setup.

General task devices often need to make use of some kind of system control technique
to change their mode of interaction, whereas task-specific devices regularly integrate
the interaction mode into the design of the device. Intrinsically, task-specific devices
perform a small amount of actions very well. However, the performance structure of
actions performed with the task-specific device regularly includes small repeating
interaction loops. These loops are actions that may not be mapped to the device, like
selection of a new object, since performance normally decreases. Nevertheless, since
the switching of devices disturbs flow action considerably, so called multi-mapping
techniques have been applied. Simply said, some actions can be performed by all the
devices to avoid device switching. Here the tradeoff between device switching and
worse performance is certainly advantage of the latter, since the repeating interaction
loops occur rather often.

The two-dimensional tasks, like the session management, are placed on the Tablet PC.
In order to avoid some of the device switching, we added a pen-tip to the stylus,
thereby being able to directly control the Tablet PC with the stylus. The allocation of
the graphical user interface elements has particular effects on the attention of the user.
The interaction mode changes of the stylus can be achieved by a hand-oriented menu,
whereas all two-dimensional actions (including symbolic input) are placed on the
Tablet PC. The Tablet PC is bidirectional synchronized with the VE, showing the
current state of action visualized in the application’s scenegraph. The Tablet PC is
connected directly in front of the user on the Responsive Workbench.

The allocation of the interfaces implies that the user has several focal areas. Foremost,
these focal areas are the active work area (the 3D model) and the display of the Tablet
PC (Figure 4.25). The advantages of using the Tablet PC are its high readability and
low overlap with active work area displayed on the Responsive Workbench. Having
two focal areas may have a negative influence on flow of action, since the focus of
attention may be changing regularly. In our application, the functions were mapped in
such a way that, most of the time, multiple tasks will be performed serially with one
device. In this way, there is no direct need to switch between a 3D input device and the
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Tablet PC in a parallel way. Some exceptions exist, though. When the user is
performing symbolic input, the stylus and the Tablet PC are used in combination.

Figure 4.25: Close-up of the tablet PC interface.

Also, the Tablet PC can be used for feedback purposes. In order to avoid confusion,
having the Tablet PC in the same place with respect to the user has a big advantage.
Due to the fixed (mounted) position, the focus of attention of the user is always
directed to one spot (directed focus of attention), thereby minimizing unnecessary
search behavior. This behavior is often observed when floating menus are applied,
since the user has to check through several focal areas to find the desired widget item.
Since the user is switching between devices, continuous feedback needs be taken
special care of. This feedback can be attached directly to the input device, for example
via a small icon at the stylus tip or via a feedback method that is independent of the
input device in use. Therefore, we have implemented the concept of cross-device
feedback. First of all, we always display the current interaction mode by a small text-
icon that is placed at the same focal depth as the active work area, in order to avoid
switching between focal planes. Nevertheless, for more complex actions, to
communicate the active interaction mode is not enough. Therefore, we have applied a
scenegraph-oriented interaction mode on the Tablet PC (Mueller, Conrad et al. '03). At
the Tablet PC, the currently active node in the scenegraph is displayed, showing
detailed data on this node, and the current action being performed. This implies that
users can always fall back to the scenegraph-oriented interface, either to receive
detailed feedback or to perform a preferred action directly via discreet input. Even
though looking at the Tablet PC to receive feedback implies a change of focus of
attention, it resolves user confusion immediately, since the Tablet PC gives a complete
state overview (based on node selection) of the last performed action. The possible
attention loss is an acceptable tradeoff.

4.6.3 Evaluation and results

The ProViT system was demonstrated to a large number of end-users from different areas,
including the car industry (Volkswagen AG, Ford, DaimlerChrysler AG, Audi), suppliers
(Faurecia, Brose, Federal-Mogul Sealing Systems Bretten GmbH & Co. KG), and the
airspace and ship building industry (Aker Werft, Airbus, Pace). In several demonstrations,
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users were asked to fill out a basic questionnaire with some basic questions. Most of the users
had experience with CAD and simulation systems.

Acceptable

Bad

Good to
excellent

Figure 4.26: Overall usability satisfaction.

The overall satisfaction (Figure 4.26) of the application’s usability was found good to
excellent by 70% of the users, 24% found the usability still acceptable. Only 6% of the
users did not like the software at all.

Through both direct discussions and the questionnaires, it can be stated that most users were
satisfied with the usability of the application. 80% found the navigation and manipulation
tools to be effective for the tasks at hand. Nonetheless, 44% claimed that the feedback
mechanisms worked insufficiently; A good amount of users did not find they were informed
well enough on their actions. About 30% claimed that the menu system did not work well
enough.

After short time without help

Aided by observer |

Through introduction |

Figure 4.27: Learning to use the application.

Finally, most users learned to make use of the application pretty quickly (Figure 4.27).
Only 25% had to ask about the interaction mechanisms during usage, all other users
were able to operate the application through the knowledge acquired by introductory
words or by more or less trying (learning) out themselves.
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4.6.4 Reflection

Overall, the test proved though that the hybrid interaction approach is valid, but that
improvements are needed. One of the critical issues was, that even with improved
feedback mechanisms, users still complained that they were not informed well enough
on their actions or system state. One of the reasons can be found in the close coupling
between hand-oriented and the Tablet PC menus. Most users, who were first time users,
have predominantly tried out the flying menu, not the Tablet PC, quite simply since the
latter takes time to understand and use due to its complexity. Users obviously did not
completely grasp the interdependency between both menus. It can be expected that a
large increase in feedback quality can be achieved when users make use of the system
for longer periods of time. The demo sessions did not leave enough space for the end-
users to get a thorough picture of the system, a considerably longer and more formal
evaluation is needed for this. This kind of test should include the complete cycle of
usage, from starting the application up to using most of the functionality, using both 2D
and 3D interaction techniques in a more equivalent way. Due to the nature of the
demonstration, in the current test users predominantly made use of the 3D techniques.
One final point which seems to be contradictory to the stated feedback problems is the
rather well rated learnability of the application. How can it be that users could use the
application without much help, but still claimed to be not well informed by the system?
An answer to this contradiction was not found.

Reflecting chapter 2 and 3 issues, some concerns need to be stated. After the
evaluation, it was clear that during hybrid interaction both 2D and 3D interaction
should be more closely coupled. One lesson learned was to observe the different kinds
of integration between 2D and 3D interaction. It is important to differentiate between
two approaches: serial and parallel integration. Using serial integration, 2D and 3D
methods are used in a sequential order, one after each other. In parallel integration, 2D
methods are quasi embedded and used directly to control and adapt the data in the
immersive environment. An example of parallel integration is to solely make use of a
tracked Tablet PC to interact with the VE. Hereby, the 2D (touch screen) and 3D
(6DOF tracking) are directly coupled and can be used almost simultaneously. This may
have clear advantages for the close integration of hybrid technology and techniques, but
has limits too. For example, to carry the device continuously is rather unergonomic and
tedious and screens are small, as large screens weight too much. One way around this is
the previously presented Control Action Table (section 2.2.3) which integrates the
touch screen in a ground-referenced 6DOF construction. Of course, mobility is an issue
here, but techniques are clearly closely coupled: subtasks can be better “chunked”
together (Buxton '86), leading to better continuity in interaction, since one does not
need to switch between devices anymore. Yet another way to more directly integrate
hybrid techniques is to limit menu interaction to one method. An example of such a
direction is presented in section 4.6.3. By doing so, interaction mixing between 2D and
3D techniques is enforced, since the user has to make use of the Tablet PC to operate
the application.

One question remains: does ProViT show any truly unconventional interaction
methods? The answer is no, it does not, even when considering the integration of the
Cubic Mouse. Its strength, though, should be found in the observations of integrating
more unconventional methods into traditional environments. For this purpose, the study
provided valuable insights that were used and improved in further studies, as following
in the next sections.
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4.7 Capsa Arcana

This case study focuses on the design and development of a console display and control
device for interaction in virtual environments called Capsa Arcana (freely translated
“mysterious box”). The device was initially built as the main I/O device structure for
interaction in interactive guided museum tours, within the project DHX (EU-IST 2001-
33476). The main aims of this project were to allow non-linear guided tours through
reconstructed heritage, possibly in distributed scenarios over network. The interaction
mechanism used in the DHX installations was dialogue-based. This mechanisms
supported communication with a virtual guide in order to control the tour, and to
retrieve information about artifacts. In order to support this interaction, a dialog GUI
was developed that needed to be controlled via a direct and robust user interface. Along
with the dialog interface, a way of navigating the scenes was required (Kruijff, Conrad
et al. '04).

To introduce new interaction mechanisms in museums, more advanced and
unconventional interface techniques were conceptualized that could be combined with
the rather conventional dialog interface in a modular way. The usage of such interaction
techniques could lead to more excitement within the guided museum tour scenarios and
therefore, could attract more visitors to museums using such an installation (note that
attracting visitors is an important issue for museums to apply VR technology).

The case study produces several useful insights in the design and development of
unconventional interfaces and ways to integrate these in conventional environments. Of
particular interest is the focus on public space systems, posing strict design boundaries
that should be kept in mind. These considerations are presented in the next section,
after which the conceptualized and created framework of unconventional controls is
handled. An evaluation of the console illuminates some of the presented aspects.

Hypotheses
e Combining conventional and unconventional interaction methods can improve
attractivity of a museum demonstration, surpassing simple large-screen
walkthrough applications or desktop multimodal applications
e Hybrid interaction is a suitable way to include spectators quickly in an
immersive public experience through usage of known interface methods

4.7.1 Interface design and development

The design of public space systems is bound by numerous factors that restrict the
choice of interaction devices and techniques. During the design of the Capsa Arcana,
several of these issues needed to be regarded. These and further issues are handled in
more detail in (Bowman, Kruijff et al. '05).

The first ground rule is robustness: the devices need to be extremely sturdy to
withstand rough usage. The construction should be safe, ensuring that a user does not
get hurt when bumping into it, or scratches herself on a sharp corner. Kids in particular
will try to break devices or take them — theft is unfortunately also a major problem.
Hence, input devices should be hard to detach from the construction. Hiding
(embedding) cables as far as possible is one way to avoid detachment. A further aspect
is the familiarity and ease of interaction. Users should have a short learning curve;
Otherwise, the device construction is useless for most of the cases. There are
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exploratory devices, such as can be useful in museums to learn about mechanisms, but
for most applications, users should be working with the devices from the start. One way
to go is to integrate traditional technology with unconventional techniques, another is
to mimic conventional interaction methods, changing them slightly into a new
direction. Finally, the anthropometric differences and capabilities of users of different
ages should be regarded. Whereas kids can be accustomed to making use of new
devices, conditioned by using game consoles, the elderly might have great problems
operating these. Furthermore, all devices should be accessible by the user.
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Figure 4.28: the DHX dialog window.

The Capsa Arcana has been built around a familiar concept: touch screens are widely
used in museums. This device was the starting point for the design. Seen as a whole,
the console infrastructure holds some basic methods of controlling GUI-based
applications, communication devices to communicate over the network, and a joystick
interface for moving through virtual environments. Hence, as our first approach for
controlling the general functionality in a virtual environment, 2D metaphors and
techniques were directly mapped on 3D functions.

A robust touch screen was selected, which has a 17” screen and runs at a 1024 x 768
resolution. It has an extremely strong touch area, consisting of 6mm thick secure glass
to avoid damage to the screen. In order to guarantee usability, buttons needed to be
rather large. Input recognition becomes worse through dirt on the glass plate, and
people with lesser visual capabilities require a suitable size. On the touch screen, users
could control the DHX dialog window (Figure 4.28), which was used for the dialog
oriented interaction with the Virtual Guide, resembling communicative interaction with
a museum guide in real life (Kruijff, Conrad et al. '04). Based on a storytelling engine,
a hierarchical finite state machine, the user is guided through the museum tour, being
offered multiple actions at specific locations. The user can freely modify the tour at
will, and is able to access multiple levels of information. Thereby, dialog-like menus
were used also for non-dialog control, as can be seen in the Figure above, showing a
way of changing light effects in the Baptistery in Pisa.

In order to navigate through virtual worlds, a simple joystick interface was chosen that
mimics 2D and 3D movement as used in computer games. The first choice within the
development phase, was to use a Logitech Extreme3D joystick, which had the ability to
rotate the stick around its axis, so that people could look around while still staying at
the same location within the virtual world. The joystick also holds some mini joysticks
that were used to control head rotation, ideal for looking up in larger spaces like
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architectural reconstructions. However, the joystick is not very robust and therefore
inappropriate for public installations since it will break within days. Discussions with
builders of public VR installations lead to choosing a full metal joystick mounted on a
stable console. Industrial joysticks are extremely robust, but most available ones have a
limited number of buttons. Therefore, the choice was made to use the Thrustmaster
Houtas Cougar, a replica of an F16 flight stick, with multiple buttons and knobs, and
completely made from metal (see Figure 4.30). The joystick is robust enough to
withstand long-term public usage and supports both navigation in 2D and 3D and the
additional functionality of head rotation. The stick of this joystick can not rotate around
the axis, but this was found to less important as the needed robustness. Furthermore,
the axis rotation could be mapped by one of the several extra directional buttons
available on the joystick.
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Figure 4.29: Communication devices.

Primarily as an outcome of the DHX remote guidance requirements, communication
devices were needed, including a microphone, camera and loudspeakers (Figure 4.29).
As video camera, the Logitech Quickcam (USB) has been installed. It delivers 640 x
480 videos and holds a pan-tilt unit, which can be controlled automatically using the
Logitech computer vision based software that focuses the camera on the user’s face.

In certain DHX scenarios, larger groups of people should be able to communicate
simultaneously. Hence, an omni directional microphone was needed to grab speech
signals from a wider area surrounding the console. The microphone chosen, an Andrea
Sound Superbeam, integrates two separate microphones (two-channel microphone
array) and can grab sounds within a range of several meters. The microphone has been
specifically designed for speech recognition and delivers a very good speech quality. It
is connected to the computer using an Andrea USB mini-soundboard and converter.
Finally, two general-purpose loudspeakers (Sony SRS-Z510 active loudspeakers) were
selected, that could play the speech from a remote guide or any sound files. To fit all
the devices within the console infrastructure, two separate consoles were designed. The
first and largest console holds the touch screen, communication devices, and additional
controls, and the second, smaller console the joystick. The large console consists of a
vertical pillar-like construction holding a barebone computer and a UPS
(uninterruptible power supply) unit to keep the installation running during brown-outs.
Note that in many countries, power surges are a general occurrence: using a USV is of
utmost importance to keep an installation running.

Both consoles (Figure 4.30) have been made from double-layered wood: an outer layer
of beech wood glued and screwed to an inner MDF layer, forming a strong and rather
heavy construction. The console with the joystick has a floor plate so that it can be
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mounted onto the floor, since it is much lighter and still rather high and, therefore, less
stable.

&

Figure 4.30: The Capsa Arcana console.

During the design specific attention was placed on the height of both consoles, and the
tilting level of the touch screen. As discussed in section 4.5.1, an important issue when
dealing with hybrid interfaces is to analyze the different focal planes of the user. Users
will need to focus their attention on multiple areas that generally do not lie in the same
depth plane. As such, the switch between different focal planes should be limited where
possible. Their focus will be on the GUI displayed on the touch screen and on the large
stereoscopic projection wall placed several meters behind the console. Consequently,
head rotation and eye focus should be carefully analyzed to see if different attention
areas can be laid close together without negatively affecting factors like visual overlap.
The angle of the touch screen and the placement of the console in front of the
projection screen were adopted, such that the focal plane differences were as limited as
possible without occluding the projection screen. Furthermore, the joystick could be
operated in “eyes-off” modus; The user did not need to look at the joystick to control
the navigation. Since the user would hold the joystick in the (dominant) hand most of
the time, there was no need to search for it during interaction, even when touch screen
interaction was mixed with navigation at a frequent rate. Even in darker environments,
users could easily find the joystick without wasting too much focal attention on it. This
statement may sound trivial, but it often occurs that users standing in projection
systems have difficulties finding controls due to the limited illumination. Furthermore,
the familiarity with using joysticks avoided most operating issues, since most users
were used to control this kind of device. The control-body linkage was carefully
investigated, observing the torque and force of arm movements in a standing pose. As a
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result, the height of the joystick console was such that users could ergonomically
control navigation for longer times, without straining (fatiguing) the arm or wrist.
Thereby, the arm is positioned at an approximately 110 degree angle, allowing the
needed movements in an ergonomic way. Furthermore, the hand rests upon the joystick
when not being used, relaxing the arm.

4.7.2 Adding unconventional controls using MIDI sensors

During the analysis and design of the console, one factor that came forward was the
ability to extend the functionality of the console. Hence, the construction was laid out
to not only support the basic remote guidance actions via standard input methods, but to
further allow the application of more unconventional techniques. Furthermore,
extensibility would help support reusability of the console in other application
scenarios.
In order to support extensibility, a component-based input architecture (Figure 4.31)
was developed. The aims of this architecture were:
e To mix or possibly replace traditional input methods by freely selectable new
and possibly unconventional controls
e To extend the interaction framework, allowing not only voluntary, but also
involuntary control methods

By extending the control possibilities through allowing usage of less conventional
interaction methods, it was hypothesized that users would be more excited while using
the console, thereby possibly promoting increased learning of these users. Furthermore,
within the DHX project, so called virtual storytelling mechanisms are applied that
could potentially be triggered by the involuntary controls.

As a result, the console would allow three kinds of control: “normal” control, extended
control using unconventional input methods, and input using involuntary (bio)control
methods.

Figure 4.31: MIDI component infrastructure.

The component-based architecture is a rather simple structure of small box-like parts
that can be placed in the console and are held steady by the weight of the “hood” of the
wooden construction. Boxes can hold anything from a garage-interface (see section 3.7)
to any analogue or digital input. To support a wide range of inputs, a MIDI interface
was chosen. MIDI inputs are widely available, cheap, and can be bought in industrial
(robust) quality. MIDI controls have been widely used by musicians, making arbitrary
musical controls out of them. In the current console, a variety of sensors from Infusion
Systems is integrated (Figure 4.32). This firm offers a large number of sensors and
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actuators that can be easily connected. For this purpose, an 8-port miniDIG analogue to
MIDI converter is placed inside the hood of the console, to which the MIDI sensors can
easily be connected. The miniDIG is connected to a MIDI-converter (Midisport 4x4)
which sends the MIDI signals to a USB port. From there they are fed into the MIDI
software interface of the AVANGO software environment (Tramberend '01) (Conrad,

Krueger et al. '04).
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Figure 4.32: Sensors from Infusion Systems.

The different directly controlled sensors that are currently supported in the console
allow for basically two kinds of actions.

e General control: different knobs and sliders allow for the more traditional way
of providing a numerical value, which can be interpreted for a variety of
purposes. These knobs or sliders can theoretically be hidden in larger objects to
allow for more playful interaction. An example is “Duplo-like” controls which
are large and colorful sturdy objects that have sensors inside. Such controls are
regularly used in public space installations for kids. Besides these mechanical
controls, users can make use of IR-based proximity sensors to perform gestural
interaction. By moving the hand to and from the sensors, the distance between
the hand and the sensor can be used to provide numerical input. The numerical
values gathered by any of these sensors can be mapped to a multitude of
different actions. One example is to define height during navigation by moving
the hand up and down. Another is to make use of two IR-proximity sensors to
mimic an airplane by moving the left and right hand independently up and down
(quasi like the wing of the airplane) to turn left or right (such as also applied by
Doulis et al (Doulis, Zwimpfer et al. '06).

e Pressure sensitive control: in addition to general manipulation or navigation
actions, users can make use of two kinds of sensors that allow for pressure-
sensitive control. The first sensor is a force sensitive resistor which can sense
forces ranging from 1 to 100N in continuous mode. It can sense force changes
over time (pushing) or individual taps. The second sensor is a bend-sensor,
which senses flex angle of a small piece of tape. Even though not directly
intended for pressure-based input, a specific device was made, which allowed
for surface-oriented interaction (see “exploring haptic interfaces”).
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The next kind of action, involuntary control, is currently based on a single sensor, a
temperature and humidity sensor (thermistor). When held in contact to the user’s skin,
the sensor can sense the body temperature and sweat level changes. As handled in
section 2.2.6, monitoring these values can be used to detect the user’s psychological
state, such as sensing the level of stress (Healey and Picard '05). The level of stress can
be used to make assumptions on level of interest of the user, ranging from being bored
up to excited. Having this information can be an extremely useful input for a
storytelling engine, such as the one used in DHX (Conrad, Kruijff et al. '03). This
engine makes use of a hierarchical finite state machine to structure actions in an
application, storing behavior that can initiate specific kinds of actions. As such,
receiving information on the mental state of a user can trigger new actions that are
focused on changing this state. This can be exemplified by an action game scenario:
when it is sensed that the user is bored, visual effects, music, and maybe a couple of
extra monsters might increase the excitement level of a user. A similar model can be
used to increase excitement to promote learning: by restructuring the presented
information or by providing additional features, users might be tempted to further
explore an application (environment) in order to learn more.

Exploring simple haptic interfaces

With the previously mentioned bend sensor, several directions were explored to allow
for interesting tactile / haptic input and output. An initial idea was to place the bend-
sensor inside a flexible object, such as a tennis ball to allow for squeezing actions. The
deformation of the surface of the flexible object brought some interesting ideas to
mind. One of these ideas was tried out by making use of a flexible surface which could
be pressed and sensed.

Figure 4.33: Simple haptic interface.

By mounting a piece of flexible material (a part of a kitchen rubber glove) inside one of
the exchangeable interaction blocks of the component-based infrastructure, a surface
was made available that could be pressed rather far (Figure 4.33). By placing the bend
sensor in the middle of the surface, the penetration depth can be measured. The
sensation created by pressing the surface is both strange and rather exciting. The sensor
can be used for manipulation actions, for example to deform an object. On the other
hand, the sensor proves an interesting alternative for a button that can be pressed. Even
though the multiple levels of pressure put on the surface may not make any sense, for
kids it can mean great pleasure.
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After using the flexible pressure sensitive surface control for a while, a new idea came
to mind, visualized in the concept drawing below. For specific application areas, it
makes sense to be able to simulate the stiffness of a surface when pressing it. An
example is to simulate the stiffness of skin in medical scenarios. The idea behind the
conceptualized device (Figure 4.34) is actually rather straightforward: by using an
actuator (a multiphase motor), the corners of a surface can be pulled outwards
(downwards), changing the stiffness of the surface itself. The harder the motor pulls,
the stiffer the surface gets. Such a device can easily be used in connection with a bend
sensor, to sense the depth of penetration as a result of the pressure of the user’s finger
on the surface. A second, more advanced possibility is to make use of a grid of
potentiometers laid out below the surface to detect exactly where the user is pressing,
and to which extent. The grid of potentiometers would resemble devices such as the
Feelex from Iwata et al (Iwata, Yano et al. '01).
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Figure 4.34: Concept drawing of haptic surface device.

4.7.3 Experiment setup

The interaction concepts of DHX were presented in several public demonstrations,
showing four out of five developed heritage scenarios. At the Natural History Museum
of Crete, 210 people experienced the DHX scenarios. At CNR-ISTI’s Science Week,
around 100 people participated. The largest demonstration in which the Capsa Arcana
itself was also used, took place at the Piccolo Theatre in Milan (Figure 4.35). The



Chapter 4 Capsa Arcana 167

Piccolo Theatre is one of the most prominent theatres worldwide and the display was
shown to between 400 and 500 people. The evaluated demonstrations were not using
distributed mechanisms, which had been demonstrated outside these evaluation
sessions.

The users (subjects) had a wide variety of backgrounds, differing from museum
directorates, general users, students, up to computer scientists. Demonstrations lasted
around 10-20 minutes. The evaluation results were retrieved from user observations
(notes) and questionnaires using a 5-point Likert Scale.

Figure 4.35: The console at the Piccolo Theatre demonstration.

During the demonstrations, the basic setup was used, consisting of a stereoscopic
projection screen, touch screen control, and the joystick. Thus, no special sensors were
tested during the evaluation - the focus was more on the guided interaction principles
and the basic usability of the console.

4.7.4 Evaluation and results

A total of 105 questionnaires were collected from users and rated. The questionnaire
included 6 questions, though for this analysis, one question concerning the content of
the demonstration was left out, since it did not have direct effect on the interaction. An
overview of the results can be found in Figure 4.36. Users were pretty excited about the
demonstrations (avg. 3,78 / Stdev 1,14), showing the overall quality of the installation.
Most users were satisfied with the interaction mechanisms (avg. 3,45 / Stdev. 1,25).
Only few users (5,72 %) felt that they could not sufficiently control the application.
Almost half of the people rated the interaction with good or even excellent (20% with
note 4, 23,81% with note 5). A good number of the users had the feeling they could
influence the tour (42,86% score 3, 28,57% score 4), though some users also gave
worse scores (1,9% with score 1, 14,29% with score 2). These lower scores are easily
explained by the fact that not all of the questioned users were able to make use of the
interaction possibilities, since only a single user could control the application.

The majority of the users reported positively, up to very positively on the learnability
of the demonstrations, even though some users of a specific scenario did not find the
dialogs extensive enough. Thereby, the dialog mechanism was rated fairly high -
92,38% were satisfied with the offered method of information retrieval, with 40% of
the users rating the mechanisms with a 4 or 5. This rating was supported by individual
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evaluation by museum guide experts from the German Federal Organization for
Museum Pedagogy, which rated it as excellent.

Excitement Interaction Influence tour Learnability Dialog
Avg | Min | Max | Stdev 1 2 3 4 5
Excitement 3,46 1 5 1,25 | 2,86% | 2,86% | 43,81% | 20,00% | 23,81%
Interaction 3,61 1 5 1,02 [ 190% | 7,62% | 42,86% | 20,00% | 25,71%
Influence 3,16 1 5 1,02 [ 190% | 14,29% | 42,86% | 28,57% | 6,67%
Learnability 3,63 1 5 0,99 |2,86% | 6,67% | 35,24% | 32,38% | 20,95%
Dialog 3,55 2 5 0,88 0% 571% | 52,38% | 20,00% | 20,00%

Figure 4.36: Evaluation results of the demonstrations.

4.7.5 Reflection

The design of public space systems poses several interesting constraints on the
development of interactive techniques and I/O devices. The design of a console may
seem straightforward, but do to the mixing with a second screen, the stereo wall, factors
like focal attention need to be closely investigated. The usage of an off-the-shelve
touch screen console would only have worked out to a limited extent in the scenarios it
was applied in.

As reported in the previous section, the evaluation of the device and basic interaction
mechanisms worked out fine. Users could easily make use of the dialog-based
interaction mechanisms for controlling the application; Due to the resemblance with
real-life communication with a museum guide, the interaction mechanism proved easy
to learn and use, thereby supporting a short learning curve for the user. Even with the
expert user watching over the actions of the museum visitors, users did not require
much help.

In respect to chapter 3 issues, it should be stated that the evaluation results, in regard to
the interaction mechanisms, were rather generalized. No comparative evaluation was
held with other museum exhibition methods, and during the demonstrations, none of the
unconventional methods were applied. Nonetheless, people were very much attracted
by the interaction possibilities, which may seem to favorable point of the installation in
comparison to general museum exhibition methods. Hence, the evaluation solely shows




Chapter 4 Eye of Ra 169

the quality of the hybrid interface, but not of any true unconventional interaction
methods, even when the usage of virtual storytelling methods as basis for interaction is
slightly experimental.

As such, the usage of the unconventional controls never left the experimental stage. To
this respect, the case study primarily shows principles of designing and developing
unconventional controls using simple sensors and some garage interface design
methods. An evaluation comparing different kinds of unconventional sensors is
intended, but not yet performed.

4.8 Eyeof Ra

This case study focuses on the design of hybrid interaction techniques and a new input
device for a virtual liver operation planning system. This system aims at supporting
interactive visualization and manipulation of medical datasets for surgery planning
based on a hybrid VR / Tablet PC user interface. The goal of the system is to facilitate
efficient visual inspection and correction of surface models generated by automated
segmentation algorithms based on x-ray computed tomography scans, needed for
planning surgical resections of liver tumors (Bornik, Beichel et al. '06). The study
specifically introduces concepts and devices that illuminate how unconventional
technology can be integrated in conventional work environments.

4.8.1 Background and related work

Typically, the first step in liver surgery planning is segmentation of the individual
structures, required to plan the surgical intervention. This task is normally done
manually. However, this is tedious and time consuming, since it involves drawing
contours on several hundred slices. A fully automated segmentation of the liver is
difficult to achieve, because the shape of the human liver highly varies. Hence, in
advanced automatic segmentation algorithms, the segmentation problems are usually
limited to local errors, while most areas of the liver boundary can be correctly found
using the automatic algorithms. A radiologist’s task can, therefore, be simplified from
manual contour specification to interactively correcting errors in segmented datasets.
This segmentation refinement approach is expected to be much less time consuming in
most cases.

Normally, the segmentation is composed of three subtasks, namely model inspection,
error marking and error correction. At a first glance 3D segmentation refinement tools
seem to favor VR techniques; Stereoscopic visualization provides good 3D perception
of the dataset, whereas tracked input devices allow for direct 3D interaction with the
dataset. However, 2D screens have a much higher resolution than their 3D counterparts,
and an inexpensive optical mouse easily outperforms high-end tracking devices in
terms of accuracy, when precision input in 2D is required. In the medical field, where
imprecision may have dire consequences, the virtues of established 2D techniques
should not be discarded lightly. Moreover, physicians are used to desktop interfaces,
and, in particular for system control, VR interfaces are not yet mature.

These considerations lead to the design of a hybrid user interface that combines
multiple display and interaction techniques in order to match the work processes at
hand. The objective of the hybrid user interface is to pair 3D perception and direct 3D
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interaction with 2D system control and precise 2D interaction. For such an interface, it
is important that the flow of action of working between 2D and 3D visualization and
interaction techniques are not disturbed. Both the different views and the interaction
with the data need to be handled coherently. To ease the transition between the
interface modalities, a hybrid input device, which can be conveniently used in all 2D
and 3D tasks, was designed and developed. A focus was placed on analyzing the
differences between action performance in the 2D and 3D domain, leading to a more
extensive human factors study. A more detailed description of this process and related
tools can be found in (Bornik, Beichel et al. '06).

Hypotheses
e The tools developed for the liver planning application would benefit from an
integrated 2D and 3D control device
o The control device would require a carefully designed form (grip) in order to
function properly
e Users would be able to integrate 2D and 3D actions in a hybrid setup

4.8.2 Interface design and development

The hardware setup consists of two main parts (Figure 4.37), the 3D (VR) system and
the 2D system. The VR system’s display is a large stereo wall (stereoscopic back
projection screen, 375cm diameter, 1280x1024 pixels) viewed with shutter glasses. A
Barco Galaxy 3-chip DLP projector provides high quality active stereo rendering with
very good channel separation, which is important when displaying virtual objects close
to the user. The stereo wall is driven by a PC workstation (dual 3GHz Xeon, NVIDIA
Quadro FX 3400). Optical tracking of the user’s head and the input device is done
using a 4-camera infrared system from ART. The desktop system is a Tablet PC
(Toshiba Portege M200, 1.8 GHz CPU, GeForce Go 5200 graphics card, 12-inch TFT
touch screen at 1400x1050 pixels). The Tablet PC is placed on a desk approximately 2
meters in front of the screen. The user is seated at the desk, so that both stereo wall and
Tablet PC are within the field of view as shown in the Figure below.

Due to the different locations of the desktop display and the stereo wall in relation to
the user, switching between desktop and spatial interaction (for example during mode
change) necessarily results in a change of visual focus. Best practice demands that head
rotation and focal plane difference are as limited as possible, without the desktop
display occluding the stereo wall. In the current hardware setup, the Tablet PC is placed
on a table, and tilted towards the user. The user can conveniently use the touch screen
for selecting menu items or manipulating objects. The user’s arm may be placed on the
table to reduce fatigue. The table is placed at a specific distance from the stereo wall,
SO that stereo objects are viewed in a depth plane that seems to be above or just behind
the visuals viewed at the desktop screen. Consequently, both the angular movements of
the head are limited, as well as the change of focus between depth planes. There are
still field of view differences. Combining a smaller stereo wall with a larger touch
screen in an L-shape like configuration may improve this issue. Nonetheless, the field
of view issues, which have also been addressed in section 4.6.1, have largely been
addressed.



Chapter 4 Eye of Ra 171

Figure 4.37: Virtual liver planning system setup.

To perform the surgical planning, there are several tools that support the user in a
variety of actions.

e Model Inspection - The user tries to locate errors in the surface model by
comparing raw CT data to the boundary of the surface. Thereby, clipping planes
and different visualization modes can be made use of.

e Error Marking - Regions of the surface model that were found to be erroneous
in the inspection step are marked for further processing. This allows restricting
the following correction step to the erroneous regions and avoids accidentally
modifying correct regions. To mark the erroneous parts, a resizable brush is
available.

e Error Correction - Marked regions are corrected using special correction tools
based on mesh deformation. Tools include sphere and plane-based deformation,
and point-dragger tools.

The combination of 2D and 3D interactions can have considerable advantages. 2D
actions can be performed with relatively high precision, whereas 3D actions are
executed at high speeds in specific task situations. As such, a clear speed-accuracy
trade-off can be noticed, depending on the task at hand. In that respect, the virtual liver
planning application contains actions that are inherently 2D (like contour editing or
point-based segmentation refinement) or 3D (including visual inspection of mixed data,
or approximation of surfaces).

Performing the different actions in desktop or spatial mode necessarily leads to
different kinds of input. In the spatial environment, most actions are coarse, mixed with
some more fine-grained actions, whereas at the desktop, all actions are fine-grained.
The different kinds of performance characteristics, and the necessity to make use of a
pen-like device to control the touch screen lead to different kinds of dynamical
coupling between hand and device. This is mostly caused by the different kinds of grips
on the device that match the precision needed to perform the task.

Ergonomic device design

A new input device was sought that could combine high resolution and exact input with
lower resolution but fast and probably more intuitive interaction. Hence, it should
perform both spatial and constrained interaction, suitable for the variety of tasks in the
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liver planning system. In order to state the design parameters of the new device, a close
analysis of the tasks and, therefore, hand-device couplings and movements was made.
The usage of a two-handed device infrastructure was abandoned since the initial test
setup mainly made use of the second device for reasons of having more buttons that
could easily be fit into a single device.

As a result of the ergonomic study, it was clear to see that the device would require a
form that allows for both power and precision grasps. The power grasp performs well
for course actions, whereas the precision grasp is needed for fine-grained actions. For
example, rotational movements for placing clipping plane or CT data plane are
generally performed in high-speed / lower accuracy (sweeping task), whereas the usage
of some tools, like deformation, are lower speed / higher accuracy and better performed
in precision grip. Hereby, different interplays of the skeletal-muscular activities in
wrist and forearm (power grasp) and foremost pointing finger and thumb (precision
grasp) can be noticed (Balakrishnan and MacKenzie '97).

A finer task-movement analysis showed that for sweeping tasks like moving a plane in
a dataset, users perform movements with the forearm (supination and pronation),
flexion and extension, and some gliding movements of the wrist (see section 2.2 for
more information). As such, the device should not only support a power grip, but also
the right offset of the initial orientation for connection of (digital) tools to the device in
the VE, in order to support the full rotation of the action. In practice this would mean
that for example a clipping plane should be tilted to the right angle in relation to the top
of the device, in order to perform the sweeping task in an ergonomic way (Goldstein
'02) (Zhai '98a).

To get an idea of a basic form of the device and, therefore, the control-body linkage, a
general device comparison was made, to which the movement and rotation patterns
were matched. The general conclusion was that the hand activity consisted of
characteristics normally matched by either a flying mouse or a pen-like device.
Especially the latter was important, since the device needed to function as a pen-input
device for the Tablet PC. However, the mix of both devices would probably lead to a
special-purpose input device, with general purpose aspects, resulting in some specific
design problems (Paley '98).

The approach followed was basically to morph the flying mouse and pen device forms
into one single design, thereby allowing for an unobtrusive switch between power and
precision grasps. Numerous plasticine models were made, ranging from pistol-form like
devices up to strange forms fitting in the palm of the hand. Hereby, a small user group
of different people with different sizes of hands, and hand preference (left or right-
handed) were continuously used to evaluate the form. Also, the form would need to be
large enough to fit in electronics. Hence, a search was made for small electronics,
preferably with a wireless connection to reduce cabling. The final solution was found
by using the EZ5 Wireless 5D Optical Pen Mouse, having a very small circuit board.
The wireless connection was tested and found suitable when combined with a longer
antenna in the device.

After much exploration, a device form was found (Figure 4.38) that allowed for easy
switching between flying mouse and pen mode, within the ergonomic boundaries set.
Due to the visual form of the device, it was nicknamed Eye of Ra. By pronating the
forearm, and slightly changing the position of the fingers (mostly moving the thumb),
the user could easily change between the different modes. This allows for dynamic
coupling between device and hand without the user actively noticing it. One of the
trade-offs of this design was, however, that different devices were needed for left and
right-handed users. In order to create first prototypes of the devices, the left and right-
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handed plasticine models were fine-tuned and laid in plaster to make negative forms.
The negative forms were used to make the final casing, by using carbon and fiberglass
mats in a layered way, in combination with epoxy. This resulted in an extremely light
but sturdy construction (also section 3.6). In the device, the button casing from the EZ5
was let in the housing, in order to make a stable connection between device casing and
electronics.

Figure 4.38: The two grips afforded by the Eye of Ra.

4.8.3 Experiment setup

The overall goal of the evaluation was to investigate the validity of the hybrid interface
for liver surgery planning by comparing spatial (3D) and constrained (2D) tasks.
Therefore, the evaluation was performed in two steps. In this case study, only the first
evaluation step is reported on.

1. The first step examined the general spatial manipulation tools
2. In the second step specific constrained tasks like segmentation refinement based on
local contour drawing are evaluated.

The different modes of the system, namely desktop, spatial interaction, or hybrid mode
were tested in a comparative study. The evaluation included mostly empirical testing,
with some analytical methods, using a variety of data collection methods. The
evaluation addressed several relevant issues in complex interaction tasks, in particular
learning curve effects and mode switching. The evaluation included both qualitative
and quantitative components, in which the user attitude and psycho-physiological
abilities were collected and analyzed. All results were cross-compared to see if there
were any notable differences between the user attitude towards the system and the data
collected through observation and recording.

The qualitative component of the evaluation was dominated by the subjective
measurements obtained from the questionnaires, and the quasi thinking aloud protocols.
The thinking aloud protocol was more or less a notification of the thoughts that were
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expressed by the subjects. The subjects were asked to speak, but not forced. As such,
results from the thinking aloud protocols differed between users, since expression
(explanation) levels differed between persons. The questionnaire was mostly focused
on the user satisfaction, by validating 17 questions. The main factors included were
user learning curve, attitude towards tools, ease of use and effectiveness of tools, user
comfort, including fatigue and device ergonomics, and attention. Hence, the
questionnaires focused on the main issues specified in the hybrid interaction
methodology applied. The quantitative data was collected from the external observer’s
notes, the quality of the final liver model delivered by the subjects, and the logging
files that tracked duration and changes of interaction modes. The observer noted all
question asked by the user as well as user behavior (grasps, observable dexterity in
fingers and wrist, arm-hand steadiness, attention to desktop and projection screen).
Furthermore, the work-flow was observed and later compared with logs. Finally, a
comparison was performed between the data produced by the subjects, and the best-
practice model provided by an expert user.

The different steps of the evaluation were as follows: Subjects were first introduced to
the system by the instructor, taking a 10 minute tour through the software. After the
introduction, users could make use of the system for 12 minutes and ask questions.
Next, the tests were performed. Users were instructed to only ask questions when
absolutely necessary. All questions were recorded and analyzed to get an impression of
the learning behavior.

The evaluation consisted of a basic set of functions, focusing on the visual inspection
and segmentation of a liver dataset. The overall goal was to perform segmentation
refinement on pre-segmented liver models that had artificially induced segmentation
errors. The errors were designed to be obvious, even to novices, after introduction to
the problem domain and system function. Three steps had to be performed: visual
inspection, failure marking, and segmentation refinement at the identified erroneous
spot. Hence, the task consisted of navigation (zooming and camera movement actions),
mesh marking, and segmentation modification (mesh contour clipping, mesh freezing
and unfreezing, plane and sphere deformation, and surface mesh deformation). Overall,
the task can be categorized as highly complex. The tools to perform the task were either
used in desktop mode, or spatial mode, or in a mixed way. Tool selection always took
place in the menu on the desktop. Zooming, camera movement, and the placement of
the cutting plane in spatial mode were possible by pressing a button on the input
device.

4.8.4 Evaluation and results

Eighteen subjects (11 female, 7 male) aged between 21 and 46 participated in the
evaluation. All users had a medical background. Most of them were students of human
medicine, whereas some of the users already had more extensive medical skills. Their
experience with computer systems differed widely, from only incidental usage to expert
users. Most users had only used a mouse before; About half of the users had also used a
touch screen. None had any real experience with immersive environments. A complete
evaluation session took about one hour per subject. The questionnaires used a 7 point
Likert scale. In order to get an impression of the users’ attitudes, both averages and
standard deviations were calculated. The results (Figure 4.39) were compared with the
protocol of the observer that included thinking-aloud statements and the analysis of
dataset results.
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For the task set given to them, the subjects generally preferred the 3D above the 2D
tool set. Overall, 37% were very satisfied with the ease of use of the 2D tool set,
whereas 63% were satisfied with the 3D tool set. The mean values showed that most
tools were rated in the range of very much acceptable up to very good (means between
5 and 6). Only a limited amount of tools performed poorly in either of the modalities.
However, this user preference data is highly biased by the tasks evaluated, which were
inherently 3D tasks. Tools for less complex actions (visual inspection tools) were rated
considerably higher than for more complex ones (segmentation refinement tools).
Clearly the deformation with the plane was not very well rated in both modalities,
whereas deformation with the sphere was very well rated in 3D. The error marking task
was perceived as being able to be performed very well in both 2D and 3D, which was
confirmed by external observations. Figure 4.39 gives an overview the percentage of
user satisfied with individual tools and the average tool rating concerning ease of use
and effectiveness. In a direct comparison of separate tool preference, 70% voted for
3D, 16.4% for desktop, and only 13.6% for mixed tools. The overall preference for
complete tool sets was almost exactly split between mixed and 3D tool sets, being in
line with the expectation that the 3D tool set would be preferred above 2D tool set.
When interpreting the results, it should be taken into consideration that the tasks used
in the evaluation have strong 3D characteristics. Therefore they illustrate only certain
aspects of the complex overall liver surgery planning system.

Easiness Effectiveness

Tool 2D 3D 2D 3D

Zooming 64% 5.7 89% 6.6 53% 5.2 78% 6.2
Camera move 62% 5.1 88% 6.5 35% 4.6 71% 5.9
Move C-plane 27% 4.5 69% 6.4 27% 4.5 71% 5.8
Mark surface 64% 5.7 78% 6.0 57% 5.3 71% 6.0
Plane def. 9% 3.0 37% 4.8 18% 3.4 33% 4.6
Sphere def. 53% 5.2 94% 6.2 36% 4.5 61% 5.6
Free def. 25% 3.7 40% 5.2 13% 4.1 30% 4.9
Point dragging | 14% 3.4 33% 4.6 13% 3.8 27% 3.9

Figure 4.39: Results (averages) of the questionnaires, percentages showing
very satisfied users.

Tool performance

Looking at the actual performance of tools, users noted few problems on basic actions
like rotation or translation. The mean values for object rotation (avg. 5.33 in 2D and
avg. 5.94) and translation (avg. 5.00 in 2D, avg. 5.78 in 3D) where rather high.
Comparing truly satisfied users revealed that performance of atomic actions was far
more appreciated in 3D (around 70% truly satisfied) than in 2D (only around 31% truly
satisfied). With respect to precision of performance, 3D was marked much higher than
2D interaction. A highly diverse mix of user feedback could be noted: 44% were truly
satisfied with the precision in 3D, against only 6% in 2D. Average marks were
mediocre: a rating of avg. 3.22 for the 2D environment, and avg. 4.67 for the spatial
setup. The mediocre marks for the 2D precision probably were caused by the size of the
desktop display, and it can be expected to increase considerably by using a larger touch
screen display. Looking at the level of visual details, 53% were very satisfied with the
desktop display, whereas the stereo wall got 83% full satisfaction. Furthermore, the
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better marks for the precision of 3D tools could have been biased by the ease of
interaction. Through user experience and by using a larger 2D display, marks would be
expected to improve and become more level in comparison to each other.

User observation

User observations showed a rather diverse image of performance: some users could
correct the error extremely fast in 3D. Well performing users obviously made use of
strategy taught to them in the introduction. Some users had too many problems with the
complexity of the tasks and tools, such that they could not even apply the strategy.
Regarding flow of action during action performance, some users had problems with
switching between navigation and manipulation modes in the desktop interface. This
disturbance was caused since users forgot to click on a specific button that was placed
inconsistently in the user interface — a problem that can easily be solved.

Due to the complexity of the evaluated task, it was expected that understanding the task
and its tools would greatly influence the performance of using the tools. Learning how
to use the tools turned out to be not so easy, but not too hard; Both user observations
and user satisfaction showed learning curve issues. 35% were completely satisfied with
the speed of learning the 2D interface, in the 3D interface this was even 56%. Average
marks reflected the complexity though. 2D scored an average of avg. 4.47, whereas 3D
scored avg. 5.17. Subjects often clearly noted that they could have used the more
complex tools rather easily, if they had been given more practicing time, which was
confirmed by user observations. Though the users did not always quickly learn how to
perform an action, they seemed well enough informed on what they were doing, stating
only little mode errors or problems with feedback. 63% were completely satisfied with
feedback in 2D, against 78% in 3D (avg. 5.59 in 2D, avg. 5.89 in 3D). Experienced
computer users did not always learn to use the tools faster and did not necessarily
perform better. As such, the classic experience-performance tradeoff was not always
fully true in this experiment, possibly affected by the complexity of the task and
necessity of understanding the medical data and performance strategies.

Focal attention

The majority of users did not have a problem of switching between focusing on the
large stereo wall and the desktop. 50% were completely satisfied, and 56% noted they
noticed no problems at all with changing between desktop and projection screen for
interaction purposes. The averages for both issues were at 5.1. This mark shows that
there is still space for improvement.

Input device acceptance

The new input device was well accepted. Users rated the weight of the device as being
excellent (almost 100% satisfaction rate). This rating was especially good when
compared to the actual duration of usage of the device (also in free-air) of about 40
minutes. About 56% were highly satisfied with the device ergonomics (average of
5.56). The mark might be biased by the fact that most of the users did only use a mouse
before. Most users needed to get used to the new form of the device, since it is slightly
unusual. Observations showed that users seemed to be performing well with the device,
when focusing on the grips they used, and the amount of re-grasping, being a possible
sign of problems. Most users seemed to handle the device very naturally, using
dynamic coupling. Switching between flying mouse and pen-mode did not seem to
cause any problems, and users often took an intermediate grip between two grip-modes,
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supported by the form of the device. The intermediate grip did not seem to be
uncomfortable for the users.

Users noted some hand discomfort after 40 minutes of usage. As could be expected, for
desktop interaction, more users were satisfied (59%) than for spatial operation (28%).
The marks were highly variable in the rating of spatial interaction. Some tools in 3D
(notably the plane deformation tool) were difficult to use, which definitely explained
some of the worse results. However, the significance of the marks is unclear, since no
comparison with any other 3D input device was made. Also, close observations of the
users’ hands by the external observer showed that most (but not all) users had very
steady hands during operation. Hence, since device ergonomics were rated well, we
tend to believe that users did not have significant problems with fatigue. Also, all users
did not use 3D input devices before, so usage was probably very strange to them,
making a comparative rating difficult.

4.8.5 Reflection

Visual inspection and segmentation refinement can be successfully performed using the
developed system. The users’ attitude towards the spatial tool set was better than to the
desktop tool set, as expected. Less complex tools were rated higher on ease of use and
effectiveness than more complex tools. Nonetheless, several of the tools did perform
below acceptance level (below a mark of avg. 4.5), notably the plane and point
deformation tools. The plane deformation tool seems to produce some ergonomic hand
rotation problems that would require a redesign of the tool to make it more useful. It
was interesting to see how users seemed to interpret precision in relation to the size of
the display, and not in terms of the resolution of input. Even though the input on the
touch screen was steadier, users felt better in control when working with the large
model.

Continuing the focus on interaction flow factors of chapter 3, the majority of users did
not have a problem mixing the modalities, even though it should be stated that most
users predominantly worked in one of the modalities. Hence, effects were lower than if
they had changed between the modalities continuously. Some users had problems with
switching between modes, both at interaction and at focal level. All of these users also
expressed learning problems, which may indicate that they were not used to working in
a 3D environment. In particular, we observed problems with using the 2D system
controls correctly. Most of these problems were related to learning deficiencies, since
the problem was not the actual selection of the menu item, but rather which item
needed to be selected.

In general, learning effects affected the outcome of the test to a large extent. To all
users, working in a VE was new, and many users did not have much computer
experience either. Hence, learning how to use the interfaces affected the usability of the
system considerably. Users who quickly grasped the concept of solving the task could
effectively solve the task within time, even sometimes much faster than expected.
Several users solved the problem within 7 minutes, which was extremely fast. Through
longer duration evaluation sessions, learning effects would affect the marks in a
positive way.

Looking back at the higher level design issues discussed in section 4.6.1., one effect
that was visible again was that user’s generally like to stick to a specific modality, even
if another modality might prove to be more effective. That is, some users would stick to
a 3D tool, even when the 2D tool was known to perform better. Hence, clever strategies
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with which the actions can be performed in hybrid interfaces need to be learned by a
user. To which extend the spatial capabilities of a user limit the want for switching
between modalities is unknown. It can be assumed that switching between different
kinds of representations requires “rethinking” to interpret the information correctly,
which may be unwanted by the user.

Finally, even though the users did not switch regularly between modalities to perform
manipulation actions, the integration of 2D system control with spatial interaction
seemed to work out fine. Since the users were forced to make use of the menu at the
Tablet PC, specific feedback was automatically noticed by the user, and not ignored or
unseen, as happened with the ProViT application.

4.9 Summary

Throughout this chapter, seven case studies have reflected a multitude of factors
handled in chapters 2 and 3. This section provides a synopsis of these tests and their
results.

Somatic and kinesthetic feedback: In the Shockwaves, BioHaptics, and Tactylus
studies, several different (experimental) haptic or pseudo-haptic feedback methods are
presented. Shockwaves introduces the usage of sound and air-based shockwaves to
provide pseudo-haptic feedback to groups of users. Sound-based shockwaves using low
frequency range loudspeakers and in-floor vibration speakers produced suitable results.
The usage of air-based shockwaves posed distinct problems, since the air propulsion
was too low to be fully noticed.

BioHaptics focuses on the usage of electric stimuli to trigger muscle responses. Small
muscular contractions could be established, which were interpreted by users as haptic-
like feedback. A more advanced system could potentially lead to largely replicating
haptic feedback of grounded devices, but would require suitable model of muscular
behavior and better calibration methods. Furthermore, next to the triggering of muscles,
the electric stimulation of skin receptors would be both interesting and suitable.
Tactylus shows how visual audio and vibrotactile cues can replace (substitute)
traditional haptic feedback, using grounded devices applied in collision detection and
texture recognition scenarios.

Biopotential systems: In BioHaptics, the topic of human biopotential is addressed by
triggering the motor nerves (muscle endings) of a user for feedback purposes, in
contrast to receptor-level stimulation applied in general haptic systems. It is envisioned
that the triggering of muscle endings for feedback could be well combined with muscle-
based control of applications, defining a whole new kind of haptic 1/0 system.

Multisensory processing: In the Tactylus study, multisensory feedback is presented
that combine visual, auditory and vibrotactile information, showing how these methods
can bias or strengthen perception. The test confirms that integration of visual, auditory,
and tactile feedback is preferred by users for more complex collision detection tasks.
Furthermore, in the texture recognition test, the most prominent result is that audio can
potentially bias visual perception.

Sensory and control substitution, addition and integration: In Shockwaves and
Tactylus, feedback methods are presented that substitute haptic feedback. Shockwaves
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demonstrates how bone-conduction and the vibration of human organs can lead to
haptic sensations other than caused by grounded devices. Particular for the Tactylus
study is, how sensory channels can be combined to support integrated feedback
perception.

Flow of action and feedback mechanisms: In the ProViT and Capsa Arcana studies,
interaction flow is observed, focusing on how different input and output devices can be
combined, among aiming at the reduction of cognitive load and problems with focal
attention. Particularly ProViT shows that hybrid interfaces can potentially increase flow
of action in more complex applications.

General application and transfer issues: Especially in ProViT, Capsa Arcana, and
Eye of Ra, general application and transfer issues are addressed, as a result of the close
connection to usage domains. All three installations make use of a hybrid setup,
combining more traditional interaction methods and new, partly unconventional and/or
spatial control methods. Evaluations show that hybrid setups are well usable, especially
when first-time users interact with functionally less complex spatial display systems.

Social and ethical issues: The BioHaptics study shows that rather experimental
characteristics of interfaces (in this case small electric stimuli) can still be acceptable to
users. The experiment environment was rather private and game-like, but the majority
of users reported potential further usage outside this setting.

Garage Interface design methods: The Shockwaves, Tactylus, Capsa Arcana and Eye
of Ra studies demonstrate how new devices can be built out of simple material,
products and devices, or toolkits. Rapid prototyping methods or simple woodcutting
methods were used to produce the housing for the devices.

Evaluation: In the Cubic Mouse study, specific focus was put on the performance
evaluation of 3D control devices, represented by a trajectory analysis tool. The tool was
successfully used in a performance test comparing fine-grain and coarse actions of
multiple control devices (Cubic Mouse versus Polhemus Stylus and Pinchgloves).
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CHAPTER 5
Conclusion

The ultimate goal is to find out how the potential of the human body can be used
to design, develop and analyze new spatial interaction methods that surpass
performance or application possibilities of currently available techniques

5.1 Reflection

Within this dissertation, a variety of issues have been presented that illuminate the
design, development, and analysis of unconventional 3DUls from different
perspectives. The core of the content has been formed by three major blocks: the
potential of the human 1/O system with its incredible breath of possibilities for
application (chapter 2), specific factors that affect the design and development of more
unconventional or experimental interfaces (chapter 3), and finally a series of seven case
studies that focused on several factors, including the usage of human potential or the
experimental design of devices using garage interface design techniques (chapter 4).
Throughout this dissertation, several key 3DUI directions have been addressed (also see
section 1.5):

e More advanced 1/O devices: in this dissertation, many new and/or
technologically advanced devices were presented, both from other researchers
(chapter 2), and as a result of our work (chapter 4). Our techniques (devices)
specifically focus on increased ergonomics (Tactylus, Eye of Ra), the usage of
sensory substitution methods (Shockwaves, Tactylus), or the combination of 2D
and spatial techniques in hybrid interfaces (see next point).

e Mixing 2D and 3D techniques: three case studies focus on the combination of
2D and spatial techniques in so called hybrid interaction techniques (chapter 3
and 4, ProViT, Capsa Arcana, Eye of Ra) in order to advance interaction in
tasks that are not solely of spatial nature.

e Making VEs more realistic: several techniques are presented that focus on the
combination of multiple sensory or control systems in order to create more
“vivid” interactive environments (specifically Shockwaves, Tactylus, Capsa
Arcana, and BioHaptics).

e Making 3D user interaction *“‘easier and better”: this dissertation focused
specifically on making interaction better by looking at specific factors such as
the advantages, disadvantages and problems of multisensory processing
(Tactylus), flow of action in complex applications (ProViT), and the
development of advanced feedback mechanisms (Shockwaves, BioHaptics,
Tactylus, Capsa Arcana). This included the work at specialized interaction
techniques such as those focusing on the exploration of textures (Tactylus).
Guidelines and /or explanations were included that make it easier for other
researcher to replicate results (chapter 3).
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One major question, which runs through all chapters is: what is actually
unconventional? Or, is there actually something like unconventionalism? Even though
introduced in the preface (see: possible axes of unconventionalism), to the author’s
impression, unconventionalism is in the eye of the beholder. A technique or device may
seem highly unconventional to one user, whereas for the other, it may be the only or
least-unnatural way to interact. One such area that has thrived on unconventional
techniques that fit well within the human potential view is the field of assistive
technology, with techniques such as biopotential interfaces. In any case, the majority of
techniques presented in this work have not yet hit the “mainstream” of application in
VEs or in those interfaces used by the public in daily usage. Hence, they show, each in
their own respect, a high(er) level of experimentalism.

Another problem with describing the techniques presented in this work as
unconventional is the effect of time. Over the last years, technological developments
have been incredible, and some devices have found their way into the daily life of the
user faster than can be imagined. A mobile phone resembling a small multimedia
computer is just one example and techniques like the EyeToy another.

Hence, what has also been noticed in the case studies themselves: not all studies exhibit
the same level of unconventionalism. Whereas some of the hybrid interfaces show
techniques that are partly also known in mainstream developments within the 3DUI
area, others like the BioHaptics study are more on the border of experimentalism.

A second issue which should be handled in the conclusion is the “completeness” of this
work. This dissertation has never been intended to give a complete overview of all
possibilities and devices that would follow out of observing all developments from a
human 1/O potential point of view. New devices and ideas for techniques keep
appearing on a daily basis and could never be captured within a single study. However,
the studies can be a great incentive for further studies, providing a good starting place
for developing new techniques. Especially since this work is based on human potential,
its content will have a longer validity. Basically, the psycho-physiological possibilities
will not change too quickly, quite simply because of the speed of human evolution.
Hence, looking at what is possible by the human body may yield a great basis for
creating new techniques. Even more important, 1 hope that 3D user interfaces can be
further enhanced, in ways that interaction becomes better and “richer” (accurate,
exciting) through more advanced control and feedback possibilities. | foresee new ways
of interaction that are currently hardly covered, as well as new or changed fields of
application.

A third issue not to be disregarded when developing new and possibly unconventional
techniques is evaluation. This dissertation shows a large amount of evaluation results,
both out of other studies (especially in chapters 2 and 3) and through our studies
(chapter 4). Some of the presented case studies made use of a basic evaluation that only
tested the affinity of the users towards the technology or device, whereas in others (like
the Eye of Ra study) exhibit extensive user studies taking a detailed look at user
performance and other human factors. Hence, some case studies should be seen as
incentive for further studies. For example the BioHaptics study exhibits great
complexity which needs to be researched within a large study (or studies), which would
be outside the boundaries of this work.
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5.2

Contributions

The design space of spatial interfaces has been extended by identifying new
possibilities for creating (unconventional) 3DUI techniques. This is achieved by
providing a comprehensive investigation of human 1/O potential, analyzing
the psycho-physiological background, available technology and possible
application areas matching this potential.

Based on our experience and studies, evaluations and background
investigations, guidelines for designing and developing unconventional 3DUI
techniques have been provided, while also providing ways for porting these
interfaces to general / more traditional work environments through hybrid
interface methods.

A new input device (Tactylus) has been presented which combines visual,
vibrotactile, and auditory feedback to successfully support collision detection
and texture recognition. The design of the device is based on the premise of
sensory substitution, replacing haptic feedback through multisensory binding of
alternate feedback methods, in this case vibrotaction and audio coupled to
visual output.

Two techniques have been presented that make use of the potential of the
human body to sense haptic feedback via alternative methods. Both methods
currently deliver partly pseudo-haptic feedback by not fully replicating common
haptic feedback methods. The Shockwaves study shows how pseudo-haptic
sensations can be generated in groups of people by using the vibration
capacities of organs and bone structures. The study also showed a new idea of
using air-propulsion for haptic feedback. Current efforts were not successful,
hindered more by technical nature, rather than by the actual effect, which
should be reproducible by a suitable device.

The second technique, BioHaptics, makes use of neuroelectrical muscular
stimulation to contract muscles, in order to provide partial haptic feedback to
users. A first evaluation showed a positive tendency, but the study requires
further evaluation, especially focusing on triggering the right combination of
muscles to obtain an actual involuntary movement of the arm, as would
normally be caused by an external device. What can be taken from the test is,
that the technique has good potential as warning mechanism in applications that
require more “extreme” forms of feedback, for example for safety reasons.

A performance study comparing the Cubic Mouse with a Stylus and gloves
showed the strength and preference (83%) of users and for using the “prop”
device for controlling fine-grain actions, but also illuminated its deficiencies for
coarse actions. The study also presented a new trajectory analysis method
using 3D movement paths logged during the evaluation.

Several studies focused on integrating unconventional interaction methods in
more traditional, possibly desktop work environments by using hybrid
interface techniques. The ProViT study focused predominantly at flow of
action factors, including the chunking of actions, device switching influences,
and focal attention factors. The results of this study were used in the second
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5.3

device construction, the Capsa Arcana, investigating the usage of MIDI sensors
in a more traditional console form for usage in public space. Hereby, several
ideas for haptic (-like) sensors that are easily built using garage interface design
techniques were presented. Both ProViT and Capsa Arcana were tested with
end-users, showing very satisfactory results. Finally, with the Eye of Ra, a
device is presented that integrates 2D and 3D functionality in a rather radical
physical (device-) shape. The hybrid input device was developed for controlling
a surgical planning application and showed excellent results in an extensive
qualitative and quantitative evaluation.

Road map

This section provides some future directions that can be derived from the body of work
presented in this dissertation. The directions are centered on the questions stated in
introductory section.

What is the potential of the human input and output channels from a human-
computer interaction perspective?

The overview showed that besides hands and eyes, the human body allows for
much more control and feedback possibilities than is currently used. One field
that will certainly create more attention is full-body interfaces. Though already
existing since such installations as Videoplace (Krueger, Gionfriddo et al. '85)
and present in many art installation such as shown at SIGGRAPH, only recently
setups like EyeToy show larger interest in this field. The full-body interface
also holds the great promise for “fully” connecting to the human potential. For
now, a key direction seems to be the follow-up of sensory substitution to see
which task can also be performed or perceived by an alternative body part or
sensory system.

A second area that has received much attention lately is the field of
biopotential. Mostly driven by brain-computer interfaces, biopotential may lead
to radical changes on how human-computer interaction mechanisms are
perceived, extending or even replacing the views that have dominated the
research community since the mid eighties.

How and why can we use this potential in 3DUIs?

The potential of the human body can be used to create more effective and vivid
interfaces, surpassing the “traditional” 3DUI, as is used in the majority of
mixed reality environments. Furthermore, the potential can be used in
demanding situations, in which sensory or motor channels are blocked or
overloaded, or to support those that are unable to perform actions due to
physical deficiencies. Of course, unconventionalism can also be used out of
plain fun or for artistic expressions.
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How does human potential drive the design of new and unconventional (hardware)
interfaces?

Human potential drives the demand for new hardware that can actually read the
output of the human body or trigger specific muscle-joint constructions,
receptors, nerves or brain sections. Much of this hardware is not available and
will need to be developed or considerably advanced. As previously mentioned,
one area that has a high innovation potential is bio-interfaces. Especially when
the direction of implants is further explored, currently unforeseen possibilities
may be found. Not only will the integration of sensors and actuators close or
even in the body expand, the embedding of sensor technology in everyday
objects will probably spread out soon. This direction will probably be driven by
such fields like ambient technology and tangible user interfaces. One further,
largely open field is the direction of behavior-oriented interaction, which may
demand a whole range of new devices. Finally, once new hardware device has
been created, current market demand often requires integration in existing
devices. Hence, some of the new technology will most likely need to be ported
after the initial versions are available.

Which implications derive from the usage of this potential in spatial computer
generated or adapted environments?

One factor has already been mentioned; The view on information processing in
human computer interfaces will change through the availability of new
techniques, such as based on biopotential. A second issue, which more or less
forms the basis for this change, is actual “hardcore” evaluation. Evaluation
often leads to identification of new problems and new potential, possibly
starting up the whole cycle up again, creating new, currently unforeseen
unconventional interfaces.
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